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1. Introduction

Silicon (Si) and Beryllium (Be) are the main doping elements in Gallium Arsenide (GaAs) and other
III–V based semiconductor devices. While Be is a p-type dopant, Si can be either an n-type or p-type
depending on the growth conditions. Despite many efforts hole mobilities in Be-doped structures
grown on conventional (100) GaAs substrate remained considerably lower than those obtained by
growing on (311)A oriented surface, so called high index substrate, using silicon as p-type dopant
[1]. It is important to add that the silicon (a group IVA element) impurity in GaAs grown by Molecular
Beam Epitaxy (MBE) can act as either a donor (occupies a Ga site: group V) or acceptor (occupies a As
site: group III) [2,3]. This amphoteric dopant is dependent on the substrate orientation [4–6]. Silicon is
mainly a donor when the growth is on the (100) surface. However, silicon incorporates preferentially
as a donor in (N11)B and as an acceptor on (N11)A surfaces (N = 1, 2,3). A and B denote a Ga- and
As-terminated plane, respectively. In addition, in (111)A, (211)A, and (311)A planes, silicon may
act as a donor or as an acceptor depending on the substrate temperature and the arsenic overpressure
used during the MBE growth. This amphoteric nature of silicon could lead to the development of novel
devices. In fact the amphoteric nature of Si facilitates the MBE growth of p-type GaAs/AlGaAs hetero-
structures on (311)A that have higher hole mobilities than those based on the conventional Be-doped
p-type on (100) GaAs plane [7–11]. Thus, the interest in the growth of III–V compound semiconduc-
tors such as GaAs, InAs, InGaAs, GaAsSb and AlGaAs on high index planes, other than the conventional
(100) orientation, has increased tremendously and attracted a great deal of attention over the last sev-
eral years. The structural, optical and electrical properties of III–V based structures are found to
improve by growing on (N11) planes. The growth of semiconductor layers and structures strongly de-
pends on the substrate orientation and hence to surface atomic arrangement [12,13]. This may lead to
some defects which could have deleterious effects on the electrical and optical properties of III–V
based devices [14].

A wide variety of structures can be grown on high index planes. For example quantum wire
structures [15], quantum dots [16,17], quantum strings [18], InAs three-dimensional islands [19].
InGaAs strained growth on GaAs surfaces results in zero-dimensional quantum dots and the formation
of one-dimensional quantum wires is demonstrated during InGaAs MBE growth on GaAs (311)A
at high temperature [20]. InGaAs/GaAs quantum wells grown by MBE on GaAs (100), (210),
(311), and (731) substrates were investigated for possible application in superluminescent diodes
[21,22].

Although the Deep level Transient Spectroscopy (DLTS) [23] and capacitance–voltage (C–V) profil-
ing [24] are quite old techniques, they are still extensively used in the characterization of semiconduc-
tor devices [25]. The combination of these two techniques is to relate the departure of the shape C–V
curves from ideality to the presence of defects in the different regions of the semiconductor device
(bulk, surface or interface) [26]. An example of this is the so called negative differential capacitance
(NDC) effect [27–29]. NDC behavior is sometimes related to nonuniform distribution of defects [30].
In other structures it is related to quantum states [31]. The temperature and frequency dependence
of the C–V characteristics are some of the effects usually related to deep levels [32–35].

In this work two Si-doped p-type GaAs samples were grown by MBE on (211)A and (311)A ori-
ented GaAs semi-insulating substrates, named hereafter NU928 and NU926, respectively. They are
investigated using C–V measurements at different temperatures and DLTS technique. In order to relate
the capacitance–temperature relationship to the observed deep levels, the ATLAS module of the com-
mercial software (SILVACO-TCAD) is used to calculate these characteristics of the two samples [36].
The experimental and simulation data are then compared.

2. Experimental details

p-Type Si-doped GaAs samples are grown on (N11)A (N = 2,3) planes to investigate the electrical
properties and the defects present in epitaxial layers grown on different Miller indices. They were
characterized by C–V and DLTS techniques.
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2.1. Samples

To ensure similar growth conditions, the samples investigated in this work were grown simulta-
neously in a Varian Gen-II MBE machine. The growth temperature was 580 �C and the As:Ga beam
equivalent flux ratio determined by an ionization gauge was 12:1 (As overpressure was 1 � 10�5 Torr).
The growth rate was one monolayer per second (�1 lm/h) as measured by the Reflection High Energy
Electron Diffraction (RHEED) technique. The samples were rotated during the growth to enhance
uniformity.

Sample NU926 is grown on semi-insulating (311)A GaAs substrate. It consists of a 0.1 lm
un-doped GaAs buffer layer followed by a 0.5 lm Si-doped p-type GaAs layer. The silicon cell was
set to a temperature which normally gives a doping level of (ND–NA) = 1 � 1017 cm�3 for the (100)
samples. The carrier concentration of the (211)A and (311)A samples of NA–ND = 0.8 � 1017 cm�3

was obtained at room temperature using the Hall Effect and electrochemical capacitance–voltage
measurements. NA refers to the acceptor concentration and ND to the donor concentration. Although
these measurements indicate that the auto-compensation is similar in both substrate orientations,
our previous detailed assessment of the low-temperature photoluminescence spectra of p-type
Si-doped (311)A and (111)A samples with a carrier concentration of �2 � 1016 cm�3 suggested that
the (31l)A samples are more compensated than the (111)A samples [37]. The structure was processed
into mesa where the Schottky contacts were made by evaporating Ti/Au on the top of the doped GaAs
layer. The top layer was etched up for the deposition of Ohmic contacts [Au/Ni/Au]. Sample NU928has
the same structure except that it is grown on (211)A GaAs substrate.

Fig. 1 shows the average effective density evaluated from the C–V characteristics of the (211)A and
(311) samples at different temperatures. At 300 K, the average effective density is
� 6:0� 1016 cm�3 and � 2:2� 1016 cm�3 for the (211)A and (311)A samples, respectively. The effec-
tive density is a bit different from that of Hall measurements especially for the (311)A sample. This is
may be due to the non-uniformity of the effective density and defects profile in these samples.
2.2. Capacitance–voltage measurements

The analysis of the C–V characteristics provides important parameters such as the built-in voltage,
the background doping concentration and concentration depth profile. The DLTS data analysis relies
on these parameters. Therefore, C–V characteristics of each device are measured using a BOONTON
7200 Capacitance Meter, which is controlled by a computer. It operates at a frequency of 1 MHz.
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Fig. 1. The average effective density evaluated from the C–V characteristics of the (211)A and (311)A samples at different
temperatures.
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2.3. DLTS and Laplace DLTS measurements

DLTS and Laplace DLTS are used as the main tool for the characterization of deep levels present in
the material systems. The samples packaged in a TO5 header were mounted on a sample holder. The
samples were first cooled down to a temperature of 10 K in a Closed Cycle Cryodyne Refrigerator,
Model number CCS-450. DLTS measurements were then started by ramping the temperature at a rate
of 2 K/min. A train of electrical pulses, generated by a pulse generator (model Agilent 33,220 A) was
applied to the sample. The filling pulse repetition rate is fixed to 50 Hz. The reverse bias (VR) and fill-
ing pulse (VP) is applied in such a way that VP < VR.

For the resolution of the broad featureless DLTS peaks, High Resolution Laplace DLTS measure-
ments were carried out. Laplace DLTS is an isothermal DLTS process; therefore, the measurements
are performed at constant temperature within a temperature range where the conventional DLTS peak
appears. Further details of the measurements can be found in [38].
3. The simulation software SILVACO-TCAD

In order to characterize semiconductor devices and relate the observed effects to each other, exten-
sive experimental work has to be carried out. In some cases, analytical or qualitative modelling has to
be used to relate these experimentally observed effects. The experimental characterization turns out
to be time consuming and can be very expensive. The analytical modelling has to accept several
simplifications. Numerical simulation is an alternative and a powerful tool. Many parameters can
be varied to model the observed phenomenon. In this present study the variables are the defects
and the phenomenon is the capacitance dependence on voltage and temperature. Numerical simula-
tion can also offer a physical explanation of the observed phenomenon since internal parameters can
be calculated such as the electrical field and the free carrier densities.

The electrical characteristic of the device are calculated using ATLAS of SILVACO. It is a physically-
based two and three dimensional device simulator. It predicts the electrical behavior of specified
semiconductor structures and provides insight into the internal physical mechanisms associated with
device operation. The simulator is based on a mathematical model valid for any semiconductor device.
This model consists of a set of fundamental equations, which link together the electrostatic potential
and the carrier densities, within some simulation domain. These equations, which are solved inside
any general purpose device simulator, have been derived from Maxwell’s laws and consist of Poisson’s
equation, the carrier continuity equations and the transport equations.

The current density equations, or charge transport models, are usually obtained by applying
approximations and simplifications to the Boltzmann Transport Equation. These assumptions can
result in a number of different transport models. The simplest model of charge transport that is useful
is the drift–diffusion model. This model is adequate for nearly all devices that were technologically
feasible. This model is based on the two first equations cited above. The Poisson’s equation which
relates the electrostatic potential to the space charge density:
divðerwÞ ¼ �q ð1Þ
where w is the electrostatic potential, e is the local permittivity, and q is the local space charge density.
And the continuity equations for electrons and holes, given respectively by:
@n
@t
¼ 1

q
div Jn

!
þGn � Rn ð2:aÞ

@p
@t
¼ 1

q
div Jp

!
þGp � Rp ð2:bÞ
where n and p are the electron and hole concentration, Jn

!
and Jp

!
are the electron and hole current den-

sities, Gn and Gp are the generation rates for electrons and holes, Rn and Rp are the recombination rates
for electrons and holes, and q is the electron charge.
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In steady state these equations becomes:
0 ¼ 1
q

div Jn

!
þGn � Rn ð3:aÞ

0 ¼ �1
q

div Jp

!
þGp � Rp ð3:bÞ
By default ATLAS includes both Eqs. (2.a) and (2.b). In some circumstances, however, it is sufficient
to solve only one carrier continuity equation.

In the drift–diffusion model, the current densities are expressed in terms of the quasi-Fermi levels
/n and /p as:
J
!

n ¼ �qlnnr/n ð4:aÞ

J
!

p ¼ �qlppr/p ð4:bÞ
where ln and lp are the electron and hole mobilities. The quasi-Fermi levels are then linked to the
carrier concentrations and the potential through the two Boltzmann approximations:
n ¼ niexp
w� /n

kBT

� �
ð5:aÞ

p ¼ niexp �
w� /p

kBT

� �
ð5:bÞ
where ni is the effective intrinsic concentration and T is the lattice temperature. These two equa-
tions may then be re-written to define the quasi-Fermi potentials:
/n ¼ w� kBT
q

ln
n
ni

ð6:aÞ

/p ¼ wþ kBT
q

ln
p
ni

ð6:bÞ
By substituting these equations into the current density expressions, the following current rela-
tionships are obtained:
J
!

n ¼ qDnrn� qlnnrw� lnnkbTrlnðniÞ ð7:aÞ

J
!

p ¼ �qDprp� qlpprwþ lppkbTrlnðniÞ ð7:bÞ
assumed that the Einstein relationship holds:
Dn ¼
kBT

q
ln

Dp ¼
kBT

q
lp
The final term accounts for the gradient in the effective intrinsic carrier concentration, which takes
account of bandgap narrowing effects.

The conventional formulation of drift–diffusion equations is:
J
!

n ¼ qDnrnþ qlnnE
!

n ð8:aÞ

J
!

p ¼ �qDprpþ qlppE
!

n ð8:bÞ



324 R. Boumaraf et al. / Superlattices and Microstructures 65 (2014) 319–331
where:
E
!

n ¼ �rw� kBT
q
rlnðniÞ ð9:aÞ

E
!

p ¼ �rwþ kBT
q
rlnðniÞ ð9:bÞ
The electrical characteristics are calculated following the specified physical structure and bias con-
ditions. This is achieved by approximating the operation of the device onto a two dimensional grid,
consisting of a number of grid points called nodes. By applying the set of differential equations (Pois-
son’s and continuity equations) onto this grid (or equation’s discretisation), the transport of carriers
through the structure can be simulated. The finite element grid is used to represent the simulation
domain.

Of interest to the present work, the capacitance–voltage characteristics are calculated under differ-
ent conditions (presence or absence of deep levels) at various temperatures or the capacitance–
temperature characteristics at different voltages. Once the DC solution is obtained, it can be developed
into an AC solution (sinusoidal steady state analysis). The frequency-domain perturbation analysis of a
DC solution can be used to calculate small-signal characteristics at any specified frequency [39]. The
calculation proceeds in the following manner:

� Variables are represented as the sum of the known DC component and a small unknown sinusoidal
AC component. Therefore we write:
FðXs þ dXs � exp½jxt�Þ ¼ DC � exp½jxt� ð10Þ
F = w, n or p
� All equations are expanded.
� Differentiation in time becomes multiplication by the value of x (x = 2pf).
� Products of AC quantities are neglected since they are small with respect to other quantities.
� The DC solution is subtracted.
� Small unknown sinusoidal AC component means that the DC solution is not perturbed and every-

thing is linear.
� What remains is a complex system whose unknowns are the AC components of the solution, now

we can solve the AC part directly from the DC solution. The results are complex, the real parts are
converted into G values and the complex parts are converted into capacitances.

4. Results and discussions

4.1. Measurements

First the capacitance–voltage characteristics are measured at different temperatures ranging from
10 to 300 K for the two samples. A typical example is shown in Fig. 2. The characteristics are presented
using similar scales for the sake of comparison.

The first observation is that the NU926 sample characteristics have a more complicated shape and
are more affected by the temperature. It is evident that for this sample the C–V curve departs from the
conventional shape characterized by the proportionality C / 1=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðVB þ jVRjÞ

p
where VB and VR are the

Schottky barrier and the reverse voltages, respectively. In fact it shows a NDC behavior especially at
higher temperatures. This departure can be explained by the presence of different types of deep levels
in the two structures when DLTS measurements are presented. It is also worth to note the scale dif-
ference in the capacitance of the two samples as shown by the insert in (b).

The second observation is that the capacitance initially increases with increasing temperature then
starts to drop at temperatures of 120 and 170 �K for NU926 and NU928, respectively. This behavior is
more pronounced for the first sample and is better illustrated by plotting the capacitance–temperature
characteristics at a fixed voltage. This will be presented later since it will be compared to simulation.
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Fig. 2. The capacitance–voltage characteristics at different temperatures for the samples (311)A (NU926) (a) and (211)A
(NU928) (b).
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To explain this behavior, DLTS measurements are performed to reveal the deep levels present in the
two samples. Typical DLTS spectrums are presented in Fig. 3. The filling pulse has a height of 0.8 V, a
reverse bias of �0.5 V and a filling time of 1 ms. The rate window varies from 2.5 to 200 Hz by a factor
of 2. It is worth mentioning that negative peaks are due to majority deep levels (hole deep levels in
this case) while positive peaks represent minority deep levels (electron deep levels). The samples
are p-type. For sample NU926, only majority (hole) deep levels are found while both hole and electron
deep levels are detected in NU928. It has also to be mentioned that there is a difference in the scales of
DLTS signals for the two samples. The electron deep levels in NU928 give a DLTS signal about 40 times
larger than hole deep levels. This is clarified by the insert in Fig. 3(b) where the positive DLTS signal
(signature of electron deep levels) is divided by a factor of 20 so that the negative signal (hole deep
levels) can be clearly seen. This means that the electron deep levels have a much higher density than
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hole deep levels. These are the main reasons (different types of deep levels and different densities) of
the observed difference in the capacitance–temperature dependence for the two samples.

For the first sample, the parameters of deep acceptors are given in Table 1. For the second sample,
the parameters of deep acceptors and donors are given in Table 2. In both tables the activation energy
is above the valence band and below the conduction band for the deep acceptors (H) and deep donors
(E) respectively. The deep acceptor parameters are measured by Laplace DLTS whereas the electron
trap parameters are extracted from the conventional DLTS spectrum.

In this preliminary investigation it is difficult to ascertain the origin of the observed defects, which
could be due to complexes involving silicon atoms, background impurities, and defects related to the
growth conditions. It is also worth pointing out that the samples studied in this work are p-type
Si-doped (211)A and (311)A GaAs substrates. Silicon always behaves as n-type dopant in (100) GaAs.
It would be difficult to compare our p-type Si-doped samples grown on high index GaAs with p-type



Table 1
The defect parameters determined by Laplace DLTS for (311)A sample (NU926).

Deep level Activation energy (eV) Density (cm�3) Capture cross section (cm2)

H1 0.025 ± 0.003 1.43 � 1015 1.63 � 10�18

H2 0.014 ± 0.002 1.47 � 1015 4.79 � 10�17

H3 0.247 ± 0.005 1.19 � 1015 7.35 � 10�18

H4 0.837 ± 0.007 1.54 � 1015 6.75 � 10�18

Table 2
The defect parameters determined by Laplace DLTS for the sample (2 11)A (NU928).

Deep level Activation energy (eV) Density (cm�3) Capture cross section (cm2)

H1 0.061 ± 0.014 5.65 � 1015 5.35 � 10�16

H2 0.075 ± 0.011 6.64 � 1015 4.36 � 10�16

H3 0.153 ± 0.03 2.81 � 1015 4.36 � 10�16

H4 0.170 ± 0.02 3.39 � 1015 4.77 � 10�16

H5 0.283 ± 0.001 7.83 � 1014 3.99 � 10�16

E 0.431 ± 0.019 1.68 � 1016 3.33 � 10�17
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Be-doped samples grown on the conventional (100) GaAs. In addition, it has to be mentioned that not
much work is carried out on deep levels in p-type GaAs grown on conventional (100) GaAs.

We plan to study different samples grown under different conditions in order to shed some light on
the nature of the defects. In our previous studies on p-type Si-doped (311)A and (111)A samples with
a carrier concentration of �2 � 1016 cm�3, detailed assessment of the low-temperature photolumines-
cence spectra suggested that the (31l)A samples are more compensated than the (111)A samples
[37]. It is expected that also (311)A will be more compensated than the (211)A samples. Further
detailed studies are required to confirm this. It addition, it has to be mentioned that this work
concerns only the effect of the deep levels on the C–V–T characteristics and not the deep levels them-
selves. This requires separate and thorough work since not much work on deep levels in p-type
Si-doped GaAs is known so that comparison can be made.

The relation between the capacitance–temperature characteristics and the presence of defects is
first explained qualitatively by considering the evolution of p-type doping and deep levels with tem-
perature. These effects are then quantified using numerical simulation by SILVACO TCAD.

Let us first consider the capacitance of a p-type Schottky diode. In the absence of defects, it is given
by the well-known formula [40]:
C ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

q:es:N
�
A

2 VB � V � K:T
q

� �
vuut ð11Þ
N�A is the ionized acceptor doping density. The other symbols have the usual meaning [40]. It is
expected thus that the capacitance increases with increasing temperature since the most affected
parameter in Eq. (11), is the doping density of which the ionization increases exponentially with
increasing temperature. However, the experimental results show a different behavior as can be seen
in Fig. 4 (below). The capacitance increases and then start to decrease as the temperature increases.

In presence of defects, the capacitance formula should be modified to take into account these
changes. Thus,
C ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
q:es:ðN�A �

P
N�TiÞ

2ðVB � V � K:T
q Þ

s
ð12Þ
Here N�Ti is the ionized ith deep level (the sign indicates whether it is a donor or acceptor).
If the deep level is an acceptor, like in the case of NU926, the Fermi level is initially (at low tem-

peratures) located somewhere between the shallow acceptor and the deep acceptor so that even
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the shallow levels are not ionized. Therefore the capacitance is almost independent of voltage
(Fig. 2(a)) because there is no depletion region. As the temperature increases the Fermi level moves
down and the shallow level ionizes faster than the deep one giving an increase in the capacitance until
the ionization of the first is complete. This is the point where the capacitance reaches its maximum.
From this point the deep acceptor continues to ionize and the Fermi level moves upwards leading to a
decrease in the ionization of the shallow level and an increase in deep level ionization. But the first is
faster than the second. Hence a decrease in the capacitance is observed. This explanation will be
strengthened when the simulation results are presented.

On the other hand if the deep level is a donor, which is the case of NU928, the situation is that the
shallow and deep levels compensate each other. Therefore, the capacitance does not change with volt-
age or temperature as much as for the previous case. This will also be demonstrated by the simulation
results.
4.2. Simulation

In order to relate the observed dependence of the capacitance on temperature to the defects pres-
ent in the samples, a simulation of three structures using SILVACO-TCAD is carried out. The three
structures are similar; they differ only in the defects introduced. The parameters, other than the
defects, are those described in Section 2.1. The first structure is ideal, i.e. no defects are present, which
will be the reference sample. The second is when only deep acceptors are present (the case of NU926).
The third is when both deep donors and acceptors are present in the structure (the case of NU928).

In carrying out numerical simulation, it has to be mentioned that there are so many different
parameters to adjust to fit the measurements (several defects, each of them is characterized by three
parameters: energy, capture cross section and density, in addition to other parameters of the material
such as mobility, lifetime, and doping density). Therefore numerical simulation is usually more diffi-
cult than analytical modelling because of the reason mentioned above. In the latter, much fewer
parameters have to be adjusted and in most cases they do not have a physical meaning. In this work
the parameters of deep levels are fixed (Tables 1 and 2) and the doping density is adjusted so that sim-
ulation is as close as possible to measurements. A value of �1 � 1016 cm�3 gives an acceptable com-
parison. This value is lower than the real doping density. This may be due to the presence of other
shallow levels in both structures and hence may contribute to the effective doping density in the sim-
ulation. This is perhaps a first indication that the shallow levels, detected by Laplace DLTS, may be
related to the doping element (Si). The simulated dependence of the capacitance on temperature,
compared to measurements, at a reverse bias of 0 V is shown in Fig. 4 (a), (b) and (c) for the reference,
(311)A and (211)A samples, respectively.

When no defects are present (reference sample) the capacitance increases monotonically as ex-
pected and predicted by Eq. (11). The increasing rate is faster at low temperatures where the shallow
doping level is still ionizing. At high temperatures, the increase slows down since most of the shallow
level is fully ionized.

When only deep acceptors are present the capacitance initially increases with increasing temper-
ature. This is because the shallow level ionizes faster than the deep acceptors and hence the Fermi
level moves down. At a certain temperature the deep acceptors ionization becomes so important that
the Fermi level moves up and the ionized shallow level is reduced. The overall effective density of
charges is reduced and the capacitance decreases. This is the point where the capacitance reaches
its maximum. From this point the deep acceptor continues to ionize and the Fermi level moves
upwards leading to a decrease in the ionization of the shallow level and an increase in deep level ion-
ization. This is the case of NU926 [(311)A sample] where only hole deep levels (deep acceptors) are
present.

For the third sample both deep donor and acceptors are present. It is worth mentioning that the
deep donor has a much higher density than deep acceptors. The shallow and deep acceptors are there-
fore compensated by the deep donors. Hence the effective doping density is reduced. The increase in
temperature ionizes almost equally the deep donor and acceptors. Hence the effective doping density
does not change much with temperature. Therefore the capacitance also does not change much with
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temperature. This is similar to the effect observed in the case of (211)A sample (NU928). Therefore,
the simulation results confirm the results observed experimentally.

The effect of frequency on the capacitance–temperature characteristics is also simulated. This is to
enhance our explanation of the relation between the C–T characteristics and the presence of different
type of deep levels. It is well known that the deep levels response depends on the frequency of the
alternating signal used to measure the change in capacitance. This is because a deep level is charac-
terized by an emission rate, i.e. a frequency. If the signal frequency is much higher than the deep level
emission rate, the deep level cannot follow the signal variations. That is the deep level does not
respond to the signal. An example of the frequency effect on the capacitance–temperature relation
is shown in Fig. 5 for the case of sample NU926 (presence of deep acceptors only).

As demonstrated in Fig. 5 the capacitance–temperature relationship is sensitive to the frequency.
When the frequency is low the capacitance–temperature dependence has a similar behavior as the
solid line (without symbols) in Fig. 4(b). That is deep levels are able to follow the slow changing ac
signal. As the frequency increases the capacitance–temperature dependence on frequency decreases.
This is because the deep acceptor cannot follow the fast changing signal (high frequency). The high
frequency curves tend to be similar to Fig. 4(a) (that is when no deep levels are present in the sample).
This also confirms that the experimentally observed capacitance dependence on temperature is due to
the presence of deep traps.
5. Conclusion

Two p-type GaAs Schottky diodes grown on (311)A and (211)A SI GaAs substrates were character-
ized by capacitance–voltage, capacitance–temperature and DLTS measurements. The capacitance–
voltage characteristics of the (311)A sample were found to depart from the usual C–V dependence.
DLTS revealed that in the (311)A sample only majority type defects are present, while in the
(211)A sample both majority and minority related defects were detected. The departure of the C–V
characteristics was related to the presence of deep acceptor defects. The capacitance–temperature
was also found to depart from the expected defect free samples. A peak was found in these character-
istics and this effect was more pronounced for the (311A) sample for which the C–V characteristics
depart from the usual shape. The effect of temperature was also related to deep acceptors. Numerical
simulation by the SILVACO-TCAD software was successfully used to reproduce the experimentally
observed effects.
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