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Abstract-In this paper, we propose  a new application for 

medical imaging  to image compression based on the principle of 
Set Partitioning In Hierarchical Tree algorithm (SPIHT). Our 
approach called , the modified SPIHT (MSPIHT), distributes 
entropy differently than SPIHT and also optimizes the coding. 
This approach can produce results that are a significant 
improvement on the Peak Signal-to-Noise Ratio (PSNR) and 
compression ratio obtained by SPIHT algorithm, without 
affecting the computing time. These results are also comparable 
with those obtained using the Set Partitioning In Hierarchical 
Tree (SPIHT) and Joint Photographic Experts Group 2000 
(JPG2) algorithms. 
 

Keywords: Image compression, SPIHT, MSPIHT, Entropy, 
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I. INTRODUCTION 
 

The SPIHT algorithm is a fast and efficient technique for 
image compression . Like EZW and other embedded wavelet 
compression schemes, SPIHT generally operates on an entire 
image at once. The whole image is added and transformed, 
and then the algorithm requires repeated access to all 
coefficient values. There is no structure to the order in which 
the coefficient values are accessed. The SPIHT method is not 
a simple extension of traditional methods for image 
compression, but represents an important advance in the 
field. The method deserves special attention because it 
provides the following: image quality, progressive image 
transmission, optimized embedded coding and lossless 
compression rate or distortion specification. 

SPIHT is a method of coding and decoding the wavelet 
transform of an image. By coding and transmitting 
information about the wavelet coefficients, it is possible for a 
decoder to perform an inverse transformation on the wavelet    
and reconstruct the original image. The entire wavelet 
transform does not need to be transmitted in order to recover  
the image. Instead, as the decoder receives more information 
about the original wavelet transform, the inverse-
transformation will yield a better quality reconstruction (i.e. 
higher peak signal to noise ratio) of the original image. 
SPIHT generates excellent image quality and performance 
due to several properties of the coding algorithm. A lot of 
algorithms  

were proposed in the literature like Block-Based Modified 

SPIHT (BMSPIHT) algorithm that combines both the 
features of zerotree and zeroblock algorithms into a single 
algorithm [1]. The Wavelet Packet SPIHT (WP-SPIHT) 
algorithm introduces a new implementation of wavelet packet 
decomposition which is combined with SPIHT [2]. The 
Contourlet transform SPIHT (CT-SPIHT) focuses mainly on 
the new fingerprint compression using Contourlet transform 
(CT), which includes elaborated repositioning algorithm for 
the CT coefficients, and modified set partitioning in 
hierarchical trees (SPIHT) which is applied to get better 
quality [3]. 

In this paper, we propose a modification of the SPIHT [4] 
coding algorithm for coding wavelet coefficients. Our 
modification is called the Modified SPIHT (MSPIHT) and 
has two specificities: it distributes entropy differently than 
the original SPIHT algorithm and it optimizes the coding. In 
addition, the robustness of the MSPIHT compares favorably 
with the original SPIHT algorithm and both the JPEG [5,6] 
and JPG2 [7] algorithms.   

Following this introduction, the principle of the Set 
Portioning In Hierarchical Tree algorithm is reviewed (sect. 
2). In sect.3, the proposed MSPIHT algorithm is described in 
detail.  In sect.4, the results obtained with the MSPIHT 
algorithm are analyzed and compared with results from 
SPIHT algorithm and the JPEG and JPG2 algorithms for 
several test images. 

 
II. SPIHT ALGORITHM 

 
The SPIHT algorithm is unique in that it does not directly 

transmit the contents of the sets, the pixel values, or the pixel 
coordinates.  What it does transmit is the decisions made in 
each step of the progression of the trees that define the 
structure of the image.  Because only decisions are being 
transmitted, the pixel value is defined by what points the 
decisions are made and their outcomes, while the coordinates 
of the pixels are defined by which tree and what part of that 
tree the decision is being made on.  The advantage to this is 
that the decoder can have an identical algorithm to be able to 
identify with each of the decisions and create identical sets 
along with the encoder. 

The part of the SIPHT that designates the pixel values is 

the comparison of each pixel value to 2n ≤ | i jc  | < 12n with 
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each pass of the algorithm having a decreasing value of n 

(threshold : 2 ( , ) ( , )log (max )  )i j image i jn coeff ). 

In this way, the decoding algorithm will not need be 
passed the pixel values of the sets but can get that bit value 
from a single value of n per bit depth level.  This is also the 
way in which the magnitude of the compression can be 
controlled.  By having an adequate number for n, there will 
be many loops of information being passed but the error will 
be small, and likewise if n is small, the more variation in 
pixel value will be tolerated for a given final pixel value.  A 

pixel value that is n2 ≤ | ijc  | is said to be significant for 

that pass. 
By sorting through the pixel values, certain coordinates 

can be tagged at “significant” or “insignificant” and then set 
into partitions of sets.  The trouble with traversing through all 
pixel values multiple times to decide on the contents of each 
set is an idea that is inefficient and would take a large amount 
of time. Therefore the SPIHT algorithm is able to make 
judgments by simulating a tree sort and by being able to only 
traverse into the tree as much as needed on each pass.  This 
works exceptionally well because the wavelet transform 
produces an image with properties that this algorithm can 
take advantage of.  This “tree” can be defined as having the 
root at the very upper left most pixel values and extending 
down into the image with each node having four (2 x 2 pixel 
group) offspring nodes (cf. Fig.1) 

The wavelet transformed image [8,9,10,11,12] has the 
desired property that the offspring of a node will have a 
smaller pixel magnitude value than the parent node.  By 
exploiting this concept, the SPIHT algorithm will not have to 
progress through all the pixels in a given pass if it need not 
go past a certain node in the tree.  This means that the 
combined lists do not need to contain all the coordinates of 
every pixel, just those that will show the adequate 
comparison information. 

Unfortunately, using tree traversal algorithms would slow 
down the performance of the system and create unnecessary 
complex data structures. Instead of tree traversal, the SPIHT 
algorithm uses sets of points to be able to hold the minimal 
amount of values and still make comparisons to other lists 
instead of many bulky tree structures. 
  

III. PROPOSED ALGORITHM (MODIFIED MSPIHT) 
    

The following sets can represent the corresponding tree 
representations: 

- O(i,j) is the set of coordinates of all offspring of node 
(i,j), 

- D(i,j) is the set of all coordinates that are descendants (all 
nodes that are below) of the node (i,j), 

- L(i,j) is the set of all coordinates that are descendants but 
not offspring of node (i,j). 

The lists that will be used to keep track of important pixels 
are: 

- LIS: List of Insignificant Sets, this list is one that shows 
us  

- that we are saving work by not accounting for all 
coordinates but just the relative ones. 

- LIP: List of Insignificant Pixels, this list keeps track of 
pixels to be evaluated 

- LSP: List of Significant Pixels, this list keeps track of 
pixels already evaluated and need not be evaluated again. 

A general procedure for the code is as follows (cf. Fig 2): 
3.1 Initialization: output n, n can be chosen by user or 
predefined for maximum efficiency  

2 ( , ) ( , )log (max )  )i j image i jn coeff . 

LSP is empty, add starting root coordinates to LIP and LIS. 
3.2   Sorting pass: (new n value) 
3.2.1 for entries in LIP: (stop if the rest are all going to be 
insignificant) 
- decide if it is significant and output the decision result 
If it is significant, move the coordinate to LSP and output the 
sign of the coordinate  
3.2.2 for entries in LIS: (stop if the rest are all going to be 
insignificant) 
-if the entry in LIS represents D(i,j) (every thing below node 
on tree) 
- decide if there will be any more significant pixels further 
down the tree and output the decision result 
- if it is significant, decide if all of its four children (O(i,j)) 
are significant and output decision results (cf. fig 4) 
-if significant, add it to LSP, and output sign 
-if insignificant, add it to LIP 
-if the entry in LIS represent L(i,j) (not children but all 
others) 
-if the four children (O(i,j)) are insignificant, their coding is 
performed by one bit “0” in the outbit set instead of four bits 
“0000” encoding in the SPIHT algorithm.     
- decide if there will be any more significant pixels in L(i,j)   
further down the tree and output the decision result 
- if there will be one, add each child to LIS of type D(i,j) and  
remove it from LIS 

3.2.3 Refinement Pass: all values in LSP are now 2n ≤ 

| i jc | 

For all pixels in LSP, output the nth most significant bit 
(cf. fig 3) 
 

 
Fig. 1: Spatial orientation trees 
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Fig. 2:  Structure of the MSPIHT algorithm 

 
3.2.4 Quantization-step Update:  
A bit corresponding to  2j-1 

is emitted for all the significant 
values in the list LSP in order to increase the precision of 
those values transmitted [5, 13]. The significant values {63,    
-45, 61 and 49} from the matrix test (cf. fig 5) are quantified 
respectively by the bits " 1 0 1 1 " [1]. Then, step B of the 
algorithm is repeated on the image residue by incrementing  j 
by one.   

This process is reiterated until the desired quality of the 
reconstructed image is reached or until the number of 
transferable bits required is exceeded. 

 

 
Fig. 3 : SPIHT refinement pass 

 

 
Fig. 4 : Processus de regroupement des coefficients 

 

IV. DIFFERENCE BETWEEN THE MSPIHT 
 

The difference between the MSPIHT algorithm that we 
propose and the SPIHT algorithm lies in the insignificance 
test process used for the set of coordinates of all offspring of 
node (i,j) and the coding  procedure used for the outbit 
symbols. 

 
Fig. 5: Example 1 of decomposition to three resolutions for an 8x8 matrix. 
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4.1 Insignificance test process  
Let us consider the matrix test (cf. fig 5) for a first iteration 

(initial threshold T0 = 32). 
Result of the algorithms SPIHT and MSPIHT applied to 

example1 matrices (cf. fig 5) 
 

Example  1   
SPIHT  
     OUTBIT :  +1 -1 0 0 1  +1 0 0 0 1 0 0 0 0 0 0 1 0 1 0 +1 0                
0 0 0                                   
      LSP : 1 0 1 0 
   MSPIHT 
      OUTBIT :+1 -1 0 0 1 1 +1 0 0 0 10 0 0 0 1 0 1 0 +1 0 0 0 
0                       
       LSP : 1 0 1 0 
 

As in Example 1 matrices (cf. fig 5) the offspring of (-31)  
are encoded in MSPIHT with one single Symbol “0” in set 
outbit instead of four Symbol “0000” in the SPIHT 
algorithm. 

These are the initial MSPIHT settings. The initial threshold 
is set to 32 Example 2 matrices (cf. fig 6) The notation (i,j)A 
or (i,j)B, indicates that an LIS entry is of type ‘A’ or ‘B’, 
respectively. Note the duplication of co-ordinates in the lists, 
as the sets in the LIS are trees without the roots. The 
coefficient (0,0) is not considered a root. 

MSPIHT begins coding the significance of the individual 
pixels in the LIP. When a coefficient is found to be 
significant it is moved to the LSP, and its sign is also coded. 
We used the notation +1 and -1 to indicate when a bit 1 is 
immediately followed by a sign bit. 

After testing pixels it begins to test sets, following the 
entries in the LIS (active entry indicated by bold letters). In 
this example D(1, 0) is the set of 20 coefficients {(2,0), (3,0), 
(2,1), (3,1), (4,0),(5,0), (6,0), (7,0), (4,1), (5,1), (6,1), (7,1), 
(4,2), (5,2), (6,2), (7,2), (4,3), (5,3), (6,3), (7,3)}. 
Because D(1, 0) is significant MSPIHT next tests the 
insignificance of the four offspring {2,0), (3,0),(2,1), (3,1)}. 

After all offspring are tested they are coded by only one bit 
zero in the outbit set using MSPIHT algorithm insted of four 
bits zero when SPIHT algorithm is employed, (1, 0) is moved 
to the end of the LIS, and its type changes from ‘A’ to ‘B’, 
meaning that the new LIS entry meaning changed from       
D(1, 0) to L(1, 0) (i.e., from set of all descendants to set of all 
descendants minus offspring). Same procedure as in 
comments and applies to set D (0, 1) and D (1, 1).  
 
4.2 Coding the outbit symbols     

- If D(i,j)=0 the sons and their sons are all coded bay one 
bit zero. 
- If D(i,j)=1 and one or more sons is significant each 
direct son is coded by one bit . 
- If D(i,j)=1 and direct sons are insignificant the set of 
the four sons is coded bay one bit zero . 

 

 
Fig. 6: Example 2 of decomposition to three resolutions for an 8x8 matrix. 

 
SPIHT :  Out Bit :  +1 0 0 0 1 0 0 0 0 1 0 0 0 0 1 0 0 0 0 1  
   
                 0 0 0 1 0 0 0 +1 1 0 0 0 1 0 0 0 +1 1 0 0 0 1 0 0 0 
+1  

 
             Lsp : 1 0 1 1 

 
 

MSPIHT : Out Bit  +1 0 0 0 10 0 1 0 0 10 0 1 0 0 0 1 0 0 0 
+1 1 0 0 0 1 0 0 0 +1 1 0 0 0 1 0 0 0 +1 

 
               Lsp : 1 0 1 1 

 
The code of insignificance of the four offspring for 

coefficient (0,1){9,10,-14,-13},(1,0){15,14,-9,-7}and (1,1){3, 
-12,-14,8} its one zero in set out bit in bold in figure 5 is the 
symbol ‘0’, rather than the “0000” used in SPIHT algorithm.  

Number of symbols to calculate the Outbit list coefficients 
for both Example 1(fig.5) and Example 2 (cf. fig.6). 

Without using any other form of entropy coding the SPIHT 
algorithm used 48 bits in this first pass but in the MSPIHT 
entropy coding used 39 bits in this first pass (exemple2) and 
in (exemple1) the SPIHT algorithm used 29 bits in this pass 
but in the MSPIHT entropy coding used 26 bits in this first 
pass.  

 
V. RESULTS AND DISCUSSION 

 
The MSPIHT algorithm was performed using Matlab on an 

INTEL Pentium Core duo (1.8 Ghz, RAM 2G).  
We tested our algorithm on two different still images 

(RMN1 200 x200 bbp  and  RMN2 216 x216 bbp), according 
to a two-level wavelet decomposition using biorthogonal 
filters 9/7 [2, 9]. 

 
                               Example 1                                              Examlpe 2 
 

                        SPIHT     MSPIHT                          SPIHT       MSPIHT 
Number of        
Symbols              29             28                                         50               44 
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The PSNR (dB) performance and compression ratio CR 
(bpp) of our MSPIHT algorithm were compared to those for 
the SPIHT algorithm as well as to those obtained with the 
JPG2 and JPEG algorithms. These parameters are expressed 
by the following relations [4,14]:  

2

10

(255)
( ) 10 logPSNR db

MSE

 
  

 

2

1 1

1
( )

N M

i j
i j

MSE x y
N M  

 
   

of coded bits 
( )

of initial bits

number
CR bpp

number
 . 

 
Where  N, M is the image size, xi the initial image and yj 

the reconstructed image. 
Referring to Tables 1-2, it is clearly seen that, regardless 

the threshold value, the total information required for the 
coding of the two medical images using the MSPIHT is much 
smaller than the one required using the SPIHT algorithm.  

In the majority of cases, the results obtained by the 
MSPIHT are better than those obtained by JPEG (Table3). 
For rates higher than 0.50bpp, the MSPIHT performs better 
than the SPIHT and JPG2 algorithms (Table3) . Even for 
lower rates, the MSPIHT performance is still very close to 
that of the SPIHT and JPG2 algorithms, and the results start 
getting better around 0.25bpp for the RMN1 (200×200) and 
RMN2 (216×216) images (cf. Fig 7-Fig 8). 

The MSPIHT method is not a simple extension of 
traditional methods for image compression, and represents an 
important advance in the field. The method deserves special 
attention because it provides the following: 

Image quality, progressive, image transmission, optimized 
embedded coding, lossless compression and rate or distortion 
specification. 

TABLE 1  OUTBIT AND LSP OF THE MSPIHT AND SPIHT ALGORITHMS 

APPLIED TO THE RMN1 IMAGE 200×200 FOR  THRESHOLD TH =32. 
MSPIHT SPIHT 

Th 
OUT 
BIT 

LSP 

TOTAL  

INFOR

MATIO

N(bits) 

OUT 
BIT 

LSP 

TOTAL  

INFOR

MATIO

N(bits) 
Th/8 6695 983 7678 7049 983 8032 

Th/16 13238 3220 16458 14396 3220 17616 

Th32 23496 8069 31565 25060 8069 33129 

Th/64 31732 14358 46090 33037 14358 47395 

 

TABLE 2  OUTBIT AND LSP OF THE MSPIHT AND SPIHT ALGORITHMS 

APPLIED TO THE RMN2  IMAGE 216×216 FOR THRESHOLD  TH=32. 
MSPIHT SPIHT 

Th 
OUT 
BIT 

LSP 

TOTAL  

INFORM

ATION(
bits) 

OUT 
BIT 

LSP 

 
TOTAL  

INFORMAT

ION(bits 
Th/8 6952 905 7857 7240 905 8115 

Th/16 12181 2558 14739 13087 2558 15645 

Th32 21666 6257 27923 23327 6257 29584 

Th/64 31388 12250 43638 33086 12250 45336 

TABLE 3  RESULTS OF THE VARIOUS ALGORITHMS APPLIED TO TEST IMAGES 

(RMN1216×216  AND RMN2 216×216).   

PSNR ( db)  
Image 

Coding    
algorithm 0.25 bpp  0.5 bpp   0.75 bpp   1bpp    1.5 bpp 

RMN1 

(200*200) 

MSPIHT 

SPIHT 

JPG2 

JPEG 

26.39       29.61       34.00       39.45    45.92 

26.10       28.90       31.40        33.10   36.40 

27.01     30.40       33.10       35.13   39.30 

 22.60        28.60      31.50       34.10     45.50 

RMN2 

(216*216) 

MSPIHT 

SPIHT 

JPG2 

JPEG 

29.14      32.33        36.72        42.47     49.43 

27.80       31.30       34.10       36.20      40.60 

28.20       31.90        34.60      36.80      41.20 

26.8       29.60        31.70      34.10      46.20 

 
VI. CONCLUSION 

 

In this paper, we developed an image compression 
algorithm (MSPIHT) based on the same principle as Set 
Partitioning In Hierarchical Tree algorithm. This algorithm is 
able to improve the performance of the SPIHT algorithm 
because 1) using one insignificance symbols instead of four 
better optimizes the entropy and 2) the binary regrouping of 
these symbols on outbit set better optimizes the coding. 

The proposed algorithm is able to accomplish this without 
increasing computation time. In addition, this algorithm 
performed comparably with the JPG2, SPIHT and JPEG 
algorithms, which could be very interesting for the field of 
hierarchical coding. 
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Fig.7: Results for RMN1 image reconstructed using the MSPIHT 
algorithm.(a) the original RMN1 image 200× 200.(b) The RMN1image 

reconstructed With PSNR=45,92 dB and CR=1.5 bpp. (c) The RMN1 image 
reconstructed With PSNR=39,45 dB and CR=1 bpp. (d) The RMN1 image 

reconstructed With PSNR=34,00dB and CR=0.75 bpp. 
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Fig.8: Results for the RMN2 image reconstructed using the MSPIHT 
algorithm.(a) the original RMN2 image 216× 216.(b) The RMN2 image 

reconstructed With PSNR=49.,43 dB and CR=1.5 bpp. (c) The RMN2 image 
reconstructed With PSNR=42,47 dB and CR=1 bpp. (d) The RMN2 image 

reconstructed With PSNR=36.72 dB and CR=0.75 bpp. 
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