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Abstract

A mobile robot is an autonomous or semi-autonomous machine capable of moving and navigat-

ing through an environment. It can perform various tasks, such as transportation, inspection,

and exploration. This work describes the specification and realization of a mobile robot de-

signed for delivery services. With the growing need for effective logistics solutions in regions like

Algeria, where technological advancements are crucial for development across various sectors,

the use of mobile robots shows great potential in improving delivery operations. Leveraging

advancements in robotics, this work outlines a comprehensive approach to developing mobile

robots capable of navigating diverse environments to facilitate delivery tasks. The proposed so-

lution also addresses the unique challenges facing delivery services, such as seamless commu-

nication and coordination between multiple robots. In this work, a prototype of a mobile robot

for delivery service is provided for testing the proposed cooperative multi-robot system (CMRS)

at the University of Biskra in Algeria as a case study. Afterward, a formal model for the proposed

system is prepared based on the Büchi automaton. Thanks to the UPPAAL model-checker, the

behavior of the proposed CMRS is verified in terms of two criteria: the system’s safety and the

system’s liveness which are formulated as a set of computational tree logic (CTL) properties. The

UPPAAL model-checker tool results show that the proposed CMRS represents a safe and robust

delivery mobile system.

Keywords: Delivery operations, Mobile robotics, Cooperative multi-robot system, Buchi au-

tomata, CTL logic, Model-checking, UPPAAL tool.
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General Introduction

General Introduction

In recent years, the robotics field has seen incredible developments that have revolutionized

several industries and redefined the possibilities of task automation. Mobile robots are advan-

tageous because they can be used in a wide range of environments and are highly versatile [36].

Mobile robots have proven their effectiveness in streamlining workflows and increasing pro-

ductivity in a variety of settings, including industry [20], hospitals, warehouses, delivery ser-

vices [24, 25], and exploration and mission missions [29]. In the context of delivery services,

mobile robots offer a promising solution to address the growing demands of logistics. With

the emergence of e-commerce and the increasing need for last-mile delivery solutions, mobile

robots present an efficient service to optimize the delivery process, reduce costs, and improve

customer satisfaction [11]. Examples of such applications include Amazon’s delivery drones [1]

and Star-Ship Technologies’ autonomous delivery robots [9]. These examples illustrate the po-

tential of mobile robots in transforming the delivery landscape. Therefore, developed countries

have exploited the integration of mobile robot technologies into their logistics infrastructure,

however, underdeveloped regions such as Algeria still face challenges in adopting such tech-

nologies. With limited resources and infrastructure, Algeria is poised to take advantage of de-

ploying mobile robots and robotic solutions in a variety of sectors, including delivery, indus-

trial, and hospital. Several research studies have substantially contributed to the advancement

of mobile robotics, particularly in navigation, localization, and multi-robot coordination. These

studies have focused on refining localization techniques via integrating sensor fusion and prob-

abilistic methods [31]. This has resulted in an enhanced accuracy of position estimation in

dynamic environments. Navigation algorithms have undergone extensive development to ad-

dress challenges posed by complex terrains and dynamic obstacles, enabling robots to traverse
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General Introduction

indoor [32, 38, 33] and outdoor [30, 37] spaces with increased agility and precision. Addition-

ally, research efforts have investigated communication protocols, task allocation strategies, and

collaborative decision-making mechanisms for multi-robot systems [23], paving the way for de-

veloping cooperative robots capable of tackling diverse challenges. Numerous researches have

also focused on using formal methods for specification and verification of multi-robots-system

to ensure simulation and evaluate the behavior of some complex multi-robot systems [28] by

verifying some properties such as (system’s safety, system’s liveness) [35]. Collectively, these re-

search endeavors highlight the interdisciplinary nature of mobile robotics and underscore the

ongoing quest for innovative solutions to real-world problems in autonomous systems. This

work addresses the requisite for delivery robotics solutions in Algeria by proposing a mobile

delivery robot.

Organisation of the dissertation

The dissertation is organized as follows:

Chapter 1: Technical Background.

This chapter showcases the technical background of robotics field, encompassing some defini-

tions and showing the peak of current technological and scientific advancements in the field.

Chapter 2: Design and Realization.

The design and realization chapter in this thesis shows the complete process of conceptualiz-

ing, developing, and implementing mobile robots. It includes the initial design phase, where

specifications and functionalities are defined, followed by the engineering and construction of

both hardware and software components.

Chapter 3: Modeling and formal verification.

The chapter on modeling and formal verification demonstrates the systematic approach to iden-

tifying and correcting potential errors and defects early in the development process, resulting in

more safe and robust systems.

2
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Conclusion and Perspectives.

This concludes the main goal of this thesis and it gives a point of view for future work.

3



Chapter 1

Technical Background

1.1 Introduction

The field of robotics has advanced significantly from its initial days of bulky machines. Start-

ing with early industrial robots handling repetitive tasks, today’s machines are highly advanced,

capable of learning and adjusting. This progress is fueled by various factors, such as enhance-

ments in artificial intelligence, sensor technology, and material science. With increasing its

intelligence and versatility, robots are being utilized across diverse fields like manufacturing,

healthcare, exploration, and customer service. The future of robotics holds the promise of fur-

ther breakthroughs, as robots become more seamlessly integrated into our everyday routines.

In this chapter, we will present the definition of robots along with their different types, uses, and

advantages.

1.2 Robotics

Robotics is a multidisciplinary field that includes various aspects of engineering, computer sci-

ence, mathematics, and physics to design, build, operate, and use robots, and it depends on

many standards. We can divide robots into many types, and famous standards include the na-

ture of robot movement, such as (fixed robots, mobile robots) [36].

4



CHAPTER 1 Technical Background

1.2.1 The three laws of robotics

The Three Laws of Robotics, formulated by science fiction writer Isaac Asimov [27] which were

designed to create a framework for ethical and safe robot behavior, ensuring that robots serve

and protect humans effectively without causing harm.

First Law: A robot may not injure a human being or, through inaction, allow a human being

to come to harm.

This law prioritizes human safety above all else. A robot must actively avoid causing harm to

humans, whether through direct actions or by failing to act when a human is in danger. For

example, a robot must intervene if it sees a human in a potentially dangerous situation, such as

stepping in front of a moving vehicle.

Second Law: A robot must obey the orders given it by human beings, except where such or-

ders would conflict with the First Law.

This law ensures that robots follow human commands, making them useful tools for humans.

However, if a human order would result in harm to another human, the robot must not follow

it. For instance, if a person commands a robot to harm someone else, the robot must refuse

because obeying would violate the First Law.

Third Law: A robot must protect its own existence as long as such protection does not conflict

with the First or Second Law.

This law allows robots to take actions to preserve themselves, which ensures their continued

operation and usefulness. However, the robot’s self-preservation is secondary to the safety of

humans and obedience to human orders. For example, a robot should avoid stepping into dan-

ger, but if rescuing a human requires it to risk its own existence, it must do so.

1.2.2 Application areas of robotics

Robots are used more in different sectors for their efficiency [16]. They help with tasks like as-

sembly and surgeries, as well as in logistics and hazardous environments. Their ability to work

5
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in various conditions makes them vital in many industries Figure 1.1.

Figure 1.1: Main areas of robotics application [8].

Industrial robots:

Industrial robots (like the on in Figure 1.2) are automated machines intended to carry out manu-

facturing tasks with precision, efficiency, and consistency. They are widely utilized in industries

like automotive, electronics, and metalworking for tasks such as welding, painting, assembly,

material handling, and packaging. With advanced sensors and artificial intelligence, industrial

robots can adjust to various tasks and environments, minimizing the necessity for human in-

tervention in dangerous or mundane jobs. Their utilization notably boosts production speed,

product quality, and workplace safety, rendering them essential to contemporary manufactur-

ing procedures.

Figure 1.2: Articulated Robots: Robotic arms used in automotive manufacturing [21].

6



CHAPTER 1 Technical Background

Domestic or household robots:

Domestic robots (see Figure 1.3), also known as household robots, are autonomous or semi-

autonomous machines created to help with daily tasks in a home setting. They come with

sensors, artificial intelligence, and different mechanisms for tasks like cleaning, mopping, lawn

mowing, and even offering companionship or entertainment. The main objective is to improve

convenience, efficiency, and overall quality of life by automating regular chores and duties.

Figure 1.3: Vacuum Cleaning Robots: Roomba by iRobot [5].

Robots in medicine and surgery:

Robots in healthcare and surgery (see Figure 1.4) are advanced automated systems that assist

medical professionals in performing tasks. Equipped with sensors, actuators, and AI, these

robots carry out precise maneuvers, improving surgical outcomes, minimizing invasiveness,

and enhancing patient care. Essential in contemporary medicine, they facilitate precise pro-

cedures, creating opportunities in diagnosis, treatment, and rehabilitation. Robodoc supports

surgical procedures, nursing robots are currently being developed, the HAL (Hybrid Assistive

Limb) cyberskeleton aids in mobility, and patient robots assist dental students in efficiently

practicing treatment procedures.
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Figure 1.4: Surgical Robots: da Vinci Surgical System [14].

1.2.3 Types of robots

There are two categories broadly encompass many types of robots based on their mobility and

flexibility in movement. These two robot families showcase distinct automation approaches,

each tailored for specific use cases and settings.

Fixed robots:

Also known as stationary or industrial robots, are anchored to a specific location and operate

within a defined workspace. They typically have a fixed base and operate along pre-programmed

paths or within specific constraints. Fixed robots are commonly used in manufacturing envi-

ronments for tasks such as welding, painting, assembly line work, and material handling. They

excel in repetitive tasks that require precision and consistency.

Mobile robots:

As the name suggests, mobile robots have the capability to move within their environment. They

are equipped with locomotion systems that enable them to navigate through various terrains

and spaces. In this work, we are focusing on this second category of robots.

8
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1.3 Autonomous Mobile Robots

Mobile robots, especially (wheeled and air-based, Underwater-based), are a specialized class of

robotic systems designed to move autonomously or semi-autonomously in their environment

for service purposes.

Mobile systems can be defined as systems that are not attached to the environment and can

move in a certain space. In terms of the environment they move across they can be classified

into some principal groups:

1.3.1 Types of mobile robots

Mobile robots come in various types, each designed for specific applications and environments.

following most famous types of mobile robots:

Ground mobile systems:

Various types of mobile platforms can be found here such as mobile vehicles with wheels or

caterpillars, legged robots (humanoids or animal mimicking), or robots that mimic some other

type of animal locomotion, for example, snakes. Ground mobile systems with wheels or cater-

pillars that do not carry the operator are often referred to as unmanned ground vehicles.

Figure 1.5: Example of ground mobile robot [4].

9



CHAPTER 1 Technical Background

Aerial mobile systems:

This group consists of mobile systems that fly in a certain aerial space (airplanes, helicopters,

drones, rockets, animal-mimicking flying systems; when used without a pilot they are referred

to as unmanned aerial vehicles) or orbit the Earth or some other celestial body (satellites).

Figure 1.6: Example of Aerial mobile systems [3].

Water and underwater mobile systems:

In this group we find different types of ships,boats, submarines, autonomous underwater vehi-

cles, etc.

Figure 1.7: Example of underwater mobile robot [6].

10
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1.3.2 Core principles of mobile robots

The fundamental principles of mobile robots comprise basic concepts and methodologies that

control their design, operation, and interaction with the environment. These principles serve as

the basis of mobile robotics and steer the advancement of autonomous systems able to navigate,

interact, and carry out tasks in real-world settings. Understanding the core principles of robotics

is crucial for designing a functional and intelligent delivery robot.

Mechanics:

Differential Drive System with Omnidirectional Wheels:

• Differential Drive System: This system utilizes two independently driven wheels on ei-

ther side of the robot. By varying the speed and direction of each wheel, the robot can

move forward, backward, and pivot in place. This type of drive system is simple and effec-

tive for many mobile robot applications.

• Omnidirectional Wheels: These wheels, often designed with smaller rollers around their

circumference, enable the robot to move in any direction without needing to turn. This

enhances maneuverability in tight spaces and around obstacles.

• Chassis Construction: The robot’s chassis is made from lightweight yet high-strength alu-

minum. This material choice balances the need for a robust structure capable of carrying

a payload while minimizing the overall weight to improve efficiency and stability.

Sensors:

The robot’s comprehensive sensor suite includes LIDAR(Light Detection And Ranging)for pre-

cise distance measurements through laser emission, cameras for visual tasks like object recog-

nition and navigation, ultrasonic sensors for close-range obstacle detection via sound waves, in-

frared sensors for proximity detection and edge detection, and GPS for outdoor navigation with

location data. Sensor fusion integrates data from these sources using algorithms, enhancing the

robot’s reliability and accuracy by providing a comprehensive understanding of its surroundings

through the combination of multiple sensor inputs.
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Figure 1.8: Type of sensors [18]

Actuators:

High-torque electric motors are crucial components for robots, as they efficiently convert elec-

trical energy into the necessary mechanical force for movement, particularly when handling

heavy payloads. Motor controllers play a pivotal role in governing motor operation, ensuring

seamless control over speed and direction. With advanced controllers capable of managing in-

tricate maneuvers and executing sharp turns smoothly, the robot’s agility and stability are signif-

icantly enhanced, enabling it to navigate various environments with precision and confidence.

Figure 1.9: Types of Actuators [2]

Control Systems:

The intelligent control unit, powered by a central processing unit (CPU), serves as the robot’s

brain, processing sensor data and making real-time decisions. Machine learning algorithms

enable the robot to learn from its environment and experiences, enhancing its capabilities. For

instance, in path planning, the robot determines the most efficient route to its destination, skill-

fully avoiding obstacles and navigating complex environments. Through obstacle avoidance

learning, the robot becomes increasingly adept at circumventing obstacles encountered in its

12
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path. Additionally, the robot’s ability to adapt its actions based on changing conditions ensures

reliable task execution. Real-time processing is crucial, as the control system must swiftly ana-

lyze data and respond to ensure effective operation in dynamic environments.

Figure 1.10: Most famous microcontrollers [7].

Core components of the robot operating system (ROS):

At the core of numerous robotic systems is the Robot Operating System (ROS), a flexible frame-

work that offers libraries, tools, and standards for creating intricate robotic applications. ROS

aids in the creation of capabilities such as perception, control, and communication, which are

crucial for the smooth functioning of mobile robots [34]. ROS (Figure 1.11) offers a collection of

key components that establish the basis of robotic applications:

Figure 1.11: Robot Operating System (ROS) [10]
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• ROS Master: Facilitates the naming and registration services for ROS nodes, tracking pub-

lishers and subscribers to topics, as well as services. It acts as a central coordinator that

nodes use to find one another and exchange messages. Without the Master, nodes would

not be able to locate each other, making communication impossible.

• ROS Nodes: are individual processes that perform specific computations, each designed

to handle a focused task such as controlling a motor or processing sensor data. These

nodes can be distributed across multiple machines, allowing for a modular and scalable

system architecture. Communication between nodes is facilitated through topics, ser-

vices, and actions, enabling seamless interaction and coordination within the robotic sys-

tem.

• ROS Topics: provide a means for nodes to communicate with each other in a many-to-

many manner through a publish/subscribe model. Nodes can publish data to a topic as

a publisher, and other nodes can receive this data by subscribing to the topic. This de-

couples the production and consumption of information, enabling flexible and dynamic

communication within the robotic system.

• ROS Services: facilitate synchronous communication between nodes via a request/re-

sponse mechanism. When a node needs to send a request and wait for a response, it uses

a service, making it suitable for tasks that require an immediate answer, such as query-

ing the state of a sensor. This allows for direct and timely interactions between nodes,

ensuring prompt responses to specific queries.

• ROS Messages: are the data structures used for communication between nodes via topics

and services. They define the data type and structure of the information exchanged, en-

suring consistency and interoperability. Common message types include standard data

types, such as integers, floats, and strings, as well as more complex types like sensor read-

ings and actuator commands. This standardized format allows for reliable and seamless

data exchange within the robotic system.

• ROS Bags: it’s serve the function of providing a file format for recording and playing back

ROS message data. This functionality is useful for logging data during robot operation,
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which can then be analyzed offline. It enables the repeatability of experiments and facili-

tates the debugging of software using real-time data without the need for the robot to be

operational. By recording and replaying ROS message data, bags support comprehensive

analysis and testing of robotic systems, enhancing their development and deployment

processes.

• RViz: it serves as a powerful visualization tool within the Robot Operating System (ROS),

enabling users to observe the state of the robot and the data it processes. Its primary func-

tion is to display sensor information, robot model states, and various other data in 3D

space. This visualization capability is invaluable for debugging and verifying the robot’s

perception and control systems, as it provides a clear representation of the robot’s en-

vironment and its interactions within it. By offering real-time visualization of critical

data, RViz enhances the development and testing processes of robotic systems, facilitating

more efficient and accurate performance evaluation.

• Gazebo: serves as a high-fidelity robotics simulator that seamlessly integrates with ROS

for testing and development purposes. Its primary function is to provide a physics-based

simulation environment where robots can be thoroughly tested in a virtual setting before

deploying them in the real world. Gazebo plays a crucial role in the development pro-

cess by supporting the simulation of sensors and actuators, enabling realistic testing and

development of algorithms. By offering a simulated environment that closely mimics real-

world conditions, Gazebo enhances the efficiency and effectiveness of the development

process, ultimately leading to more robust and reliable robotic systems.

1.3.3 Advantages of mobile robots

Several advantages of mobile robots can be mentioned.

• Robotics and automation can in many situations increase productivity, safety, efficiency,

quality and consistency of products.

• Robots can work in a dangerous environment, without the need for life support, or safety

concerns
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• Robots do not require lighting, air conditioning, ventilation, or noise protection.

• Robots work continuously without feeling tired or bored, and they do not require medical

or vacation insurance.

• Robots maintain repeatable precision at all times unless something happens to them or

they wear out.

• Robots can be much more precise than humans.

The downside of robots is their inability to react in emergencies unless the situations are

understood and the responses are programmed into the system. Safety measures are necessary

to ensure they do not harm operators or damage the machines they work with.

1.3.4 Challenges of mobile robots

Mobile robots face numerous challenges that span various technical and operational aspects.

These challenges can significantly impact their performance, reliability, and applicability across

different environments and tasks.some of the key challenges mobile robots encounter:

• Limited Battery Life: The robot utilizes a high-capacity lithium-ion battery with efficient

power management systems. The robot can automatically return to designated charging

stations when battery levels drop below a certain threshold. Additionally, the control sys-

tem optimizes power consumption during navigation by employing short and efficient

paths.

• Security Risks: The robot is equipped with robust security protocols to prevent unautho-

rized access or tampering. Secure communication channels are used for data transmis-

sion, and the robot can be programmed to identify and report suspicious activity. Delivery

compartments are also secured with electronic locks that only open upon reaching the

designated location and receiving a user-authenticated confirmation.

• Public Perception and Acceptance: The robot is designed to operate safely and consider-

ately alongside humans. It adheres to strict speed limitations and prioritizes safe naviga-
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tion over speed. Additionally, the robot is equipped with audible and visual indicators to

signal its presence and intentions to pedestrians.

1.4 Multi-Robots System

A multi-robot system (MRS) refers to a group of robots that are designed to work together to ac-

complish tasks that would be difficult or impossible for a single robot to complete alone. These

systems leverage the collective capabilities, coordination, and cooperation of multiple robots

to achieve complex goals more efficiently and effectively. In the following paragraphs, we will

discuss some aspects of multi-robot system including their characteristics, their applications,

the used technologies, and their advantages.

1.4.1 Characteristics of multi-robots systems

Multi-robot systems (MRS) possess distinct characteristics that enable their effectiveness and

versatility across various applications. These characteristics define how multiple robots coordi-

nate, communicate, and function together to achieve common goals. following, the key charac-

teristics of multi-robot systems:

• Collaboration: Robots in a multi-robot system collaborate to divide tasks among them-

selves based on their individual capabilities and the overall mission requirements. This

collaborative approach enhances the system’s efficiency and productivity.

• Communication: Effective communication is essential in multi-robot systems. Robots

exchange information in real-time about their status, environment, and tasks, enabling

coordinated actions and decision-making.

• Coordination: involves planning and executing tasks in a synchronized manner. Robots

coordinate their movements, avoid collisions, and ensure that their activities complement

each other to achieve a common goal.

• Decentralization: Many multi-robot systems operate in a decentralized manner, where
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robots make decisions locally based on their interactions with other robots and the envi-

ronment. This decentralization enhances scalability and robustness.

• Tasks allocation: are distributed among robots based on their specific capabilities and

current workload. Efficient task allocation algorithms ensure that tasks are completed

optimally without unnecessary duplication of effort.

1.4.2 Applications of multi-robots systems

Multi-robot systems (MRS) have found applications across numerous fields, revolutionizing the

way tasks are performed through enhanced efficiency, precision, and safety. We can found MRS

in:

• Search and Rescue: In disaster response scenarios, multiple robots can cover large areas

quickly to locate victims, assess damage, and deliver supplies. Their coordination allows

for systematic and thorough exploration.

• Agriculture: Robots can perform agricultural tasks such as planting, monitoring crop

health, and harvesting. By working together, they can cover extensive fields more effi-

ciently and with greater precision.

• Environmental Monitoring: Swarms of robots can monitor environmental conditions

like air and water quality, track wildlife, and map ecosystems. Their coordinated efforts

provide comprehensive data over large areas.

• Industrial Automation: In manufacturing and warehousing, robots can manage inven-

tory, sort packages, and perform assembly tasks. Their collaboration ensures smooth op-

erations and enhances productivity.

• Exploration: Multi-robot systems are used in space and underwater exploration. Robots

can explore harsh and unknown environments, sharing data and ensuring mission suc-

cess through coordinated efforts.
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1.4.3 Technologies of multi-robots systems

Multi-robot systems (MRS) rely on a range of advanced technologies to enable effective coordi-

nation, communication, and functionality. These technologies facilitate the development and

operation of MRS, allowing them to perform complex tasks efficiently and autonomously. Some

of the key technologies that support multi-robot systems are :

• Communication Protocols : Robust communication protocols (e.g., Wi-Fi, Bluetooth,

mesh networks) ensure reliable data exchange between robots.

• Artificial Intelligence and Machine Learning : AI and ML algorithms enable robots to

make decisions, learn from their environment, and improve their performance over time.

• Distributed Computing : Distributed computing frameworks allow for the sharing and

processing of data across multiple robots, enhancing their collective cooperation.

1.4.4 Advantages of multi-robots systems

• Increased Efficiency: By distributing tasks among multiple robots, MRS can complete

tasks faster and more efficiently than a single robot could.

• Scalability: Multi-robot systems can be easily scaled by adding more robots to handle

larger or more complex tasks without a significant overhaul of the system.

• Robustness and Reliability: The failure of one robot in a multi-robot system does not

necessarily halt the mission. Other robots can take over the tasks, providing redundancy

and increasing the system’s robustness.

• Flexibility: MRS can adapt to changing conditions and dynamic environments. They can

reassign tasks and adjust their strategies in real-time to handle new challenges.

1.5 Conclusion

In this chapter, we presented a general definition of the robot and chose the type of mobile

robot, and we chose this type with wheels. We have detailed the different configuration of these
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wheels, the location and area of use, the pros and cons of the robots, and also came to the sim-

ple conclusion that mobile robots play a special role. Manipulative industrial robots operate

autonomously in a large number of automated factories. This situation is not due to a lack of

possible applications, but once we have the ability to move, we can imagine robots as postmen,

cleaners, mine clearers, explorers, and many others. The world in which a mobile robot must

move is often very large, partly or completely unknown, difficult to describe geometrically and

has its own dynamics. In the next chapter, we will have the steps we followed to implement and

realize the mobile robot In the next chapter, we will have the steps that we followed to imple-

mentation and realization of the mobile robot
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Chapter 2

Design and Realization of a Delivery Mobile

Robot

2.1 Introduction

In this chapter, we will discuss the steps that we followed in order to design and implement a

delivery mobile robot. Starting from the 3D-modeling of the robot, to choosing the components

needed to implement the robot, and ending with the programming languages that we used dur-

ing the programming phase.

2.2 The 3D-modeling

Before starting the process of embodying the robot chassis, we designed a 3D model of the robot,

which consists of three parts.

2.2.1 Robot parts

The robot chassis consists of 3 main parts (base Figure 2.1a, box Figure 2.1b, cover Figure 2.1c).

Each part is designed separately, starting with the robot’s base, which includes the wheels or

other locomotion mechanisms, fundamental to its mobility and stability. It provides the plat-

form for movement, housing the motors, batteries, and drive systems that enable the robot to

navigate in various terrains. The base must be designed to ensure stability, preventing the robot

from tipping over, especially when it is carrying heavy or unevenly distributed loads. Secondly,
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the box which will hold many kinds of products, it should be designed in an efficient and prac-

tical way, and the last part is the cover which will serve as a door to protect the products.

(a) Base 3D Design (b) Box 3D Design (c) Cover 3D Design

Figure 2.1: The 3D design of Robot Base and the wheel

2.2.2 Robot design

After completing the design of the basic parts of the robot, we assembled them together to form

the final shape of the robot design as shown in Figure 2.2.

(a) Right side (b) Left side

Figure 2.2: The 3D design of The Robot in several views

2.3 Materials and Tools

In this section we will show both the materials and development tools we used to build the

mobile robot.
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2.3.1 Hardware

The following hardware components are used in building the robot, each of which has a specific

task and is included in the robot.

Raspberry Pi 4:

The main processing unit of the robot is the Raspberry Pi 4 4G RAM micro-controller board,

which is responsible for communicating with the coordinator and receiving the specified path

to the target through mobile application, which in turn sends the path data to the Arduino unit

through UART Serial communication protocol.

Figure 2.3: Raspberry Pi 4

Arduino Mega 2560 micro-controller board:

It processes all the input GPS and compass data and generates pulse width modulation (PWM)

signals to control the motors. It is a micro-controller board based on the ATmega2560 micro-

controller having 54 digital I/O pins (14 pins can provide PWM output), 16 analog inputs, 4

UARTs (universal asynchronous receiver/transmitter), a 16 MHz crystal oscillator, a USB port, a

power socket, and a reset button. The operating voltage of the board is 5V.

Figure 2.4: Arduino Mega 250
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NodeMCU:

It processes all the input GPS and compass data and generates pulse width modulation (PWM)

signals to control the motors. It is a micro-controller board based on the ATmega2560 micro-

controller having 54 digital I/O pins (14 pins can provide PWM output), 16 analog inputs, 4

UARTs (universal asynchronous receiver/transmitter), a 16 MHz crystal oscillator, a USB port, a

power socket, and a reset button. The operating voltage of the board is 5V.

Figure 2.5: NodeMCU 8622

Power Supply:

We used a 14.8V 3300 mAh (milliampere per hour) lithium polymer battery to power the whole

robot. The battery provides sufficient power to run the robot for 45-60 minutes.

Figure 2.6: Lipo Battery

Ublox Neo-M8N GPS module:

It includes an HMC5883L digital compass. The HMC5883L digital compass is sensitive to mag-

netic interference and any other interference that can cause inaccurate results. The latest Ublox

series compact GPS compass module provides a convenient way to mount the compass away

from sources of interference that may be present within the system’s confines. The Neo-M8N

GPS receiver provides high location tracking accuracy under good reception conditions. Thus,
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with this sensor component, we can get accurate data on latitude, longitude, altitude, time, and

direction angle from a single device.

Figure 2.7: GPS module

Motor driver:

An L298N motor driver board runs the 4 DC geared motors used in the wheels of our robot.

The motor driver is powered by a 14.8V 3300 mAh lithium polymer battery. The motor driver

provides a 2 Amp peak output current per channel sufficient to carry the load of the 4 geared

motors.

Figure 2.8: L298N Motor Driver

Ultrasonic Sensor:

Ultrasonic Sensor is a type of electronic sensor that uses ultrasonic waves to determine the dis-

tance between two objects and converts the reflected sound into electrical signals

Figure 2.9: Ultrasonic Sensor
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2.3.2 Software

C programming language:

The C programming language is a high-level, general-purpose programming language that was

developed in the early 1970s by Dennis Ritchie at Bell Labs. It has had a significant influence on

many later programming languages, it’s widely used in various fields of software development.

Figure 2.10: C programming language Logo

Python programming language:

Python is a powerful, general-purpose programming language with a wide range of applications.

It was mainly used for scripting after its release in 1994, but updates and new technologies in

recent years have expanded its utility. Today, Python stands tall as many developers’ favorite

programming language.

Figure 2.11: Python Logo

Arduino IDE:

The Arduino IDE is an open-source project that makes it easy to write code and upload it to

several micro-controller boards.

Figure 2.12: Arduino IDE Code
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Visual Studio Code:

Visual Studio Code is a source-code editor that can be used with a variety of programming lan-

guages, including C, C#, C++,Fortran, Go, Java, JavaScript, Node.js, Python, Rust.

Figure 2.13: Visual Studio Code Logo

Ubunto Server:

Ubuntu server is a specific addition that differs a little bit from Ubuntu desktop, in order to

facilitate installation on servers and micro-controllesr as raspberry.

Figure 2.14: Ubunto Logo

OpenCV:

OpenCV (Open Source Computer Vision Library) is an open-source software library designed

for computer vision and image processing tasks. It provides a comprehensive set of tools and

functions for analyzing and manipulating images and videos, enabling developers to create ap-

plications involving real-time computer vision

Figure 2.15: OpenCV Logo

2.4 System Design

After selecting all the required components for prototyping the proposed mobile robot, we pro-

pose an architecture of the system composed of four sub-systems: Control, Motion, Localiza-
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tion, Communication, and Perception systems. Each of these has a specific role in the overall

robot behavior. Figure 2.16 illustrates the system architecture of the proposed mobile robot

with its sub-systems equipped with hardware components.

Figure 2.16: System architecture

2.4.1 Control system

Acts as the robot’s brain , it is responsible for making decisions after receiving external infor-

mation from the sensors and translating it into commands to be sent to the micro-controller

unit.
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2.4.2 Motion system

It is responsible for the robot’s movement in various directions by operating the motors through

signals issued by the monitoring unit.

2.4.3 Localization system

It represents a system that answers the question “Where am I ?” concerning the robot, by deter-

mining the robot’s coordinates and the steering angle concerning the desired path.

2.4.4 Communication system

This system provides the robot with the ability to communicate with the command station to

receive and send all the necessary data, for example (path coordinates, robot coordinates, etc.).

2.4.5 Perception system

It allows the robot to recognize its surrounding environment through the camera and sensors to

overcome obstacles that hinder the navigation process.

2.5 Autonomous Navigation Approaches

The proposed robot has the ability to navigate through two different approaches, the first di-

rected to open spaces and the second directed to closed spaces. Since satellite signal strength is

more efficient outside buildings and in public places, we relied on GPS for navigation. Using the

robot’s coordinates and the target’s coordinates, the robot determines the angle and distance

between itself and the target point. Then start navigating to the target directly, all the details of

the method will be explained in Section 2.5.1.

In the second approach, we chose the appropriate method for closed and limited spaces,

where reliance on GPS signals is almost non-existent. This method is based on a line tracking

system, where the camera is used to detect the line that has been previously drawn and prepared

on the ground in the form of known paths, and the robot is moved according to the angle of
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deviation of the line extracted from the camera frames. The method and code source are shown

in Section 2.5.2.

2.5.1 GPS based navigation

For the purpose of designing a simple, low-cost and straightforward way to build a navigation

system for an autonomous robot to move from point A to point B based only on GPS coordinates,

the model uses a very simple calculation method which can be implemented by low-cost micro-

controllers such as ESP32 or Arduino.

The GPS module and compass module capture GPS and heading data. After calculating all

the necessary components of the algorithm, the micro-controller (Arduino mega) sends a signal

to the motor driver based on the outputs of the algorithm. The entire system can be seen as

shown in Figure 2.17, which summarizes all the steps of the robot program equipped with their

required hardware. It is a closed loop system with feedback from different sensors and GPS. The

entire approach is presented in the next subsections.

Figure 2.17: Workflow of GPS based navigation system
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Working principle of GPS navigation system:

The user can use the proposed mobile robot via a mobile application Figure. 2.21, starting by

selecting the desired destination, also he can show the path from the robot’s position to the se-

lected destination in the satellite map by pressing the “Show robot location” button. Figure. 2.18

depicts an example of a path to be passed by the robot.

Figure 2.18: Sample of a path form LINFI laboratory to Faculty of exact sciences, natural and
life sciences

The robot software begins by initializing the GPS sensors and compass. The working princi-

ple of the robot follows 9 steps. These steps are described in the following.

1. The user determines the target path through the mobile application interface shown in

Figure. 2.21c, based on a map that shows the path from the starting point to the desti-

nation point in the form of a drawn line, then sends the command by pressing the "start

navigate" button.

2. Raspberry Pi unit receives the path data and converts it to a JSON object, then sends

the path in an array format of latitude and longitude coordinates to the Arduino module

through the UARTs Serial communication protocol.

3. The GPS module searches for satellites and reads the data Current latitude and longitude.

To calculate latitude and accurately determine the longitude, the GPS unit must be locked

With at least 4 satellites.

4. Then the robot calculates the Distance to the target and GPS Cours from the latitude and
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longitude data. We have used the haversine formula [12]to calculate the great-circle dis-

tance between two points on the Earth’s surface:

d = 2R ·arcsin

(√
sin2

(
∆φ

2

)
+cos(φ1)cos(φ2)sin2

(
∆λ

2

))

where:

∆φ=φ2 −φ1

∆λ=λ2 −λ1

• d represents the distance between two points on the surface of a sphere (in this case, the

Earth), measured along the sphere’s surface.

• R is the radius of the sphere. In the context of the haversine formula, it represents the ra-

dius of the Earth. The R-value is approximately 6371 kilometers or 3959 miles, depending

on the units you’re using.

• ∆φ is the difference in latitude between two points, measured in radians. Where φ1 and

φ2 are the latitudes of the two points, respectively.

• ∆λ is the difference in longitude between the two points, measured in radians. Where λ1

and λ2 are the longitudes of the two points, respectively.

5. Then the robot calculates the target angle from the latitude and longitude data. The angles

must be measured in radians.

6. The current heading angle is received from the compass unit and the error angle is mea-

sured from the difference between the current heading angle and the target’s angle.

7. After knowing the angle of error, we know whether it is a robot It needs to turn left or right.

The four motors get pulses according to the Error angle of a micro-controller. Engine

L298N The driver operates the motors to align the robot with the target angle.
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8. The robot checks if it has reached the threshold value from its destination (in our robot,

we set the threshold value to 1 meter). If the robot does not reach the destination, it will

recalculate two angles (the target and the current heading) and the distance to the desti-

nation. This loop continues till the robot reaches its destination.

9. When the robot reaches its destination, it sends a signal to the control unit, then stops and

waits for the user to type the entered password to receive a delivery.

2.5.2 Follow line based navigation

For the purpose of designing a line-following system to build a navigation system for an au-

tonomous robot to move from point A to point B relying only on a line on the floor, the model

uses a simple detection algorithm that can be implemented in a Raspberry Pi microprocessor.

The camera module detects the line based on its color. After determining the centroid of

the frame based on the dimensions of the frame, the algorithm determines the middle of the

line to be followed. The system extracts the value of the steering angle based on the difference

between the centroid and the position of the line in the frame. The micro-controller (Arduino

Mega) sends a signal to the motor driver based on the algorithm’s outputs.

Working principle of follow line navigation system:

The robot starts by initializing the camera module. The working principle of the robot follows 5

steps. These steps are described in the following. Figure. 2.19 shows the flowchart of the robot

program, which summarizes all the steps of the robot program equipped with their required

hardware.
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Figure 2.19: Workflow of follow line based navigation system

1. Raspberry Pi unit start line detection code by setting the camera module to start as shown

in following code.

1 import cv2
2 import numpy as np
3

4 # Initialize the video capture object to read from the first camera (
usually the webcam).

5 cap = cv2.VideoCapture (0)

2. Then Detection Algorithm Within an infinite loop, each frame is read and processed to

create a binary mask that highlights the color within a specified range. Contours are then

detected in the mask using cv2.findContours() method. The largest contour, assumed to

be the line.

1 # Start an infinite loop to process video frames.
2 while True:
3 # Capture a frame from the camera.
4 ret , frame = cap.read()
5
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6 # Define the lower and upper bounds for the color range.
7 # These bounds are intended for binary masking based on color.
8 low_b = np.uint8 ([50, 50, 50])
9 high_b = np.uint8([0, 0, 0])

10

11 # Create a binary mask where the color of the pixels within the
range is set to white (255) and the others to black (0).

12 mask = cv2.inRange(frame , high_b , low_b)
13

14 # Find the contours in the binary mask.
15 contours , hierarchy = cv2.findContours(mask , 1, cv2.

CHAIN_APPROX_NONE)

3. The centroid is determined and calculated using the moments of the image. Based on the

x-coordinate of the centroid, the program sends directional commands to the Arduino:

“Turn left,” “Keep going,” or “Turn right.”

1 # Check if any contours are found.
2 if len(contours) > 0:
3 # Find the largest contour based on the area.
4 c = max(contours , key=cv2.contourArea)
5

6 # Calculate moments for the largest contour.
7 M = cv2.moments(c)
8

9 # Calculate the centroid of the contour if the area (m00) is
not zero.

10 if M["m00"] != 0:
11 cx = int(M[’m10’] / M[’m00’])
12 cy = int(M[’m01’] / M[’m00’])
13 print("CX : " + str(cx) + " CY : " + str(cy))
14

15 # Determine direction based on the x-coordinate of the
centroid.

16 if cx >= 120:
17 print("Turn Left")
18 elif 40 < cx < 120:
19 print("On Track!")
20 elif cx <= 40:
21 print("Turn Right")
22

23 # Draw a circle at the centroid of the largest contour.
24 cv2.circle(frame , (cx , cy), 5, (255, 255, 255), -1)
25 else:
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26 # Print a message if no contours are found.
27 print("I don’t see the line")

4. A circle is drawn at the centroid on the frame to visualize the tracking. The mask and the

processed frame are displayed in separate windows

1 # Draw all contours on the frame.
2 cv2.drawContours(frame , contours , -1, (0, 255, 0), 1)
3

4 # Display the binary mask.
5 cv2.imshow("Mask", mask)
6

7 # Display the frame with contours and centroid.
8 cv2.imshow("Frame", frame)
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2.6 Experimental Results

In this section, we present some results after completing the construction of the prototype of

the robot.

Results of follow line system:

(a) Figure showing the determination of the
dimensions of the black line in the case of inclination

with the determination of the middle of the line

(b) Figure showing the determination of the
dimensions of the black line in the case of

straightness with the determination of the middle of
the line

(c) A window showing the mask applied to the
original image

(d) Commands that appear on the screen and are sent
to Arduino

Figure 2.20: Results of detecting the line and calculating the steering angle code
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Mobile application interfaces:

(a) Welcome page of the
application

(b) select the mode control
page which provide two

mode of control remoted
and gps mode contro

(c) interface of gps mode
contol showing the

location of the user and the
robot

(d) interface of remoted
contol mode showing

control buttons

Figure 2.21: Interfaces of mobile application to control the robot
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Prototype:

Figure 2.22: robot prototype
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2.7 Conclusion

In this chapter, we detail the overall process of designing and implementing a mobile delivery

robot. Starting from the 3D modeling phase, we designed the physical structure of the robot,

ensuring that the design meets functional and operational requirements. Next, we carefully

selected the appropriate components needed to build the robot, balancing performance, cost

and compatibility. Finally, we identified the programming languages and tools used during the

programming phase, which were crucial in enabling the robot’s autonomous functionality. This

methodological approach not only emphasizes the multidisciplinary nature of robotics, but also

highlights the integration of mechanical design, hardware selection, and software development

in creating an effective delivery robot.
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Chapter 3

Modeling and Verification of a Delivery

Multi-robots System

3.1 Introduction

In this chapter we are interested to model and to simulate the behavior of the system in case of

a network of robots (a Collaborative Mobile Robot System or CMRS). In fact, in large establish-

ments the delivery tasks require a large number of robots ( Multi Robot System ), which form a

distributed network of robots that are connected to each other in order to perform transporta-

tion services. This networks of robots must collaborate and cooperate to handle the delivery

task, based on inter-robots communication. In this kind of system, the efficiency of the entire

network depends on the performance of each entity as well as on the cooperative protocol. This

chapter aims to present a formal study of a CMRS using automata as a modeling tool and UP-

PAAL as a simulation-verification tool. The objective is to show the effeciency of the system and

to study safety/liveness properties in this cooperative system.

3.2 Formal Modeling and Verification in UPPAAL-Tool

UPPAAL is a widely used tool for modeling, simulation, and verification of real-time systems. It

facilitates the design and analysis of systems modeled as networks of timed automata, which are
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extended finite-state machines augmented with clock variables. UPPAAL allows for the formal

verification of properties expressed in temporal logic, ensuring system correctness with respect

to timing constraints and behavioral specifications [17].

3.2.1 Automata in UPPAAL-tool

In UPPAAL, the primary modeling construct is the timed automaton, an extension of the classi-

cal finite automaton with the inclusion of real-valued clocks. These automata are used to model

the behavior of real-time systems where timing constraints are crucial.

Definition of Automata:

An automaton is a mathematical model for a machine with a finite number of states, where

transitions between states are triggered by specific events or conditions [26]. Formally, an au-

tomaton A can be defined as a tuple (Q,Σ,δ, q0,F ), where:

• Q is a finite set of states.

• Σ is a finite set of input symbols (alphabet).

• δ is a transition function δ : Q ×Σ→Q.

• q0 is the initial state.

• F is a set of accepting states.

Definition of Büchi Automata:

Büchi automata are a type of automaton used to accept infinite sequences, making them suit-

able for model-checking properties of systems that run indefinitely [22]. A Büchi automaton B

is defined as a tuple (Q,Σ,δ, q0,F ), where:

• Q is a finite set of states.

• Σ is a finite alphabet.

• δ is a transition relation δ⊆Q ×Σ×Q.
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• q0 is the initial state.

• F is a set of accepting states.

A run of the Büchi automaton is accepted if it visits the accepting states F infinitely often.

What Automata are Used in UPPAAL:

UPPAAL primarily uses timed automata for modeling. A timed automaton is a finite-state ma-

chine extended with real-valued clocks. Formally, a timed automaton T A is defined as a tuple

(L, l0,C ,Σ,E , I ), where:

• L is a finite set of locations.

• l0 is the initial location.

• C is a finite set of clocks.

• Σ is a finite set of actions.

• E is a set of edges (transitions), each being a tuple (l , g , a,r, l ′) where l and l ′ are locations,

g is a guard (a constraint on clocks), a is an action, and r is a set of clocks to reset.

• I is a mapping from locations to invariants (constraints on clocks).

3.2.2 CTL and Model-Checking in UPPAAL-tool

UPPAAL supports the verification of system properties using temporal logics, specifically the

Computation Tree Logic (CTL). This allows for the formal specification and verification of tem-

poral properties in real-time systems.

Temporal Logic:

Temporal logic is a formalism used to specify statements about the temporal ordering of events

within a system. It extends classical logic with temporal operators, enabling the expression of

properties such as "eventually," "always," or "until." Temporal logic is particularly useful in the

context of verifying dynamic behaviors of systems over time [15].
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CTL:

Computation Tree Logic (CTL) is a type of temporal logic used for specifying properties of branch-

ing time structures. In CTL, formulas are constructed using path quantifiers (A - for all paths, E

- there exists a path) and temporal operators (X - next, F - eventually, G - globally, U - until). A

typical CTL formula might express that "on all paths, eventually a certain condition holds" [13].

Model-Checking in UPPAAL:

Model-checking is an automated technique used to verify the correctness of finite-state systems

with respect to a given specification. In UPPAAL, model-checking involves verifying that a timed

automaton model satisfies properties expressed in a subset of CTL [19]. The verification process

in UPPAAL includes:

• Model Construction: Defining the system as a network of timed automata.

• Property Specification: Expressing desired properties using temporal logic.

• Verification: Using the UPPAAL model checker to automatically verify whether the model

satisfies the specified properties. This involves exploring the state space of the model and

checking the truth of the temporal logic formulas.

UPPAAL’s model-checking capabilities are particularly effective for verifying real-time sys-

tems where timing constraints are critical, ensuring that the system behaves as expected under

all possible scenarios.

3.3 Formal Modeling and Verification of the System

To prove the efficiency of the proposed cooperative multi-robots system, we decided to use for-

mal modeling tools such as Büchi Automaton and UPPAAL tool to specify, simulate, and model-

check the proposed system. In this section, we will present (i) the specification of the system

using timed automata, and (ii) the model-checking of some basic properties.
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3.3.1 Modeling of the System using Automata

The model of the system consists of two timed automata templates: the coordinator automaton

(see Figure. 3.1) and the robot automaton (see Figure. 3.2). By instantiating these two templates

and combining them using the UPPAAL tool, we can simulate and verify the whole system’s

behavior which may be composed of several cooperative robots.

Coordinator Automaton:

The coordinator automaton represents the main states of the coordinator system with all possi-

ble basic transitions from selecting the given target path to reaching the desired destination. In

this model, “start” state is the starting point of the entire control system. After starting the sys-

tem, it switches to "Wait" state for starting communication with the robots. In the “Wait” state,

the system waits to receive the “ID” of each robot through the channel “Connect_to_robot”

and it saves all received robots identifiers in an array which will be used for direct communica-

tion with each robot individually.

When the coordinator ensures communication with all robots (“all_ robots_connect =

true”), it moves to the “wait_for_set_destination” state that is determined by the user

through the mobile application. After receiving the path, the system sends the path to all con-

nected robots via the path transmission channel “send_path”. Hence, each robot is expected to

send its distance from the target to allow the coordinator to select the closest robot to the target.

Following selecting the nearest robot, the system sends the selection command to the selected

robot and then waits for the robot to start moving.

During the waiting phase to reach the target "wait_for_destination_reached", the sys-

tem receives the target arrival signal from the robot, switches to "Destination_reached" state

to inform the user, and then returns to the path determination waiting state again.
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Figure 3.1: Coordinator Automaton

Robot Automaton:

The robot automaton represents the behavior of the robot and the main states that the robot

visits, with all possible basic transformations during the navigation process.

When the robot starts working, it starts from the “start” state and sends its “ID” to the

coordinator to establish direct communication with that coordinator. After sending the “ID”,

the robot automaton reaches the “Wait” state to receive the destination from the coordinator.

Upon receiving the destination of the target, the robot “distance_from_goal” and sends this

distance to the coordinator, which in turn performs the process of electing the nearest robot

from the target, hence, the robot moves to “waiting_to_be selected” state. After the election

process, all robots receive the decision of the selected robot. Every robot compares its “ID” with

“selected_robot_id” and if its “ID” is not equal to “selected_robot_id” then it moves to

“not_selected” state, hence this robot returns again to “Wait” state, waiting for any new path

(thus, a new delivery mission).

In a case where the “ID” of the robot is equal to the select “selected_robot_id” by the

coordinator, the robot receives permission to navigate. The process of navigating begins as we

have explained in the previous section about the principle of work. In this case, this robot sends

the move signal to the coordinator.
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Finally, when the robot reaches the destination, it sends the “reach_destination” com-

mand to the coordinator, then this robot returns to the “Wait” state, waiting for any new path

(thus, a new delivery mission).

Figure 3.2: Robot Automaton

3.3.2 Model-checking and Evaluation

The model-checking based on automata using UPPAAL consists of checking CTL (computa-

tional tree logic) properties against the composed automata of the entire system. CTL represents

a logic-based method for describing properties related to the system’s behavior. It provides a set

of operators that allow us to express various types of properties. Two main categories of prop-

erties are to be checked: safety properties and liveness properties. The following paragraphs

present several formulas belonging to each of the previous categories and show if these formulas

are fulfilled or not in the proposed system.

Safety properties: “something bad does not happen”:

Safety properties express that “nothing bad will happen” when the system’s running. These

properties focus on preventing undesirable states or behaviors.
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• Deadlock Freedom: This property ensures that the system does not stop working unex-

pectedly throughout its operation, and is considered one of the most important features

to check. we use formula 3.1 to ensure this property.

A[ ] not Deadlock (3.1)

• Resource Availability: This property allows us to verify the availability of system compo-

nents. For example, in our case, we can use 3.2 to verify that at least one robot is in service.

A <> (coor di nator.al l_r obot_connected = tr ue) (3.2)

Liveness: “Something good eventually happens”:

Liveness properties state that “something good will happen.” They ensure that specific condi-

tions eventually hold while the system is running.

• Response to Requests: by ensuring this property we ensure that every delivery request is-

sued by the coordinator must be completed by at most one robot.in CTL we can verify this

property using formula 3.3:

cor.C hose_near est_r obot −→ cor.r obot_sel ected (3.3)

• Task Completion: Every delivery task lunched by the coordinator must be completed. For-

mula 3.4 defines the property of task completion.

(cor.w ai t_ f or _di st i nati on_r eached −→ cor.Di sti nati on_r eached) (3.4)

• Fairness: Tasks must be distributed among the robots fairly for, in CTL we can verify this

property using formula 3.5:

E <> (r 1.I D = sel ected_r obot_i d or r 2.I D = sel ected_r obot_i d) (3.5)
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We have modeled the model using the UPPAAL Version 5.0 and the model was simulated

and properties are checked on a computer of Intel(R) Core(TM) i5-6300U CPU @ 2.40GHzU and

8 GB RAM, running Windows 10 Pro 64-bit.

Table 3.1: Results of model-checker in UPPAAL

Property name CTL formula Result

Deadlock Freedom A[ ] not Deadlock Satisfied

Resource Availability A<>(coordinator.all_robot_connected = true ) satisfied

Response to Requests (cor.Chose_nearest_robot −→ cor.robot_selected) satisfied

Task Completion (cor.wait_for_distination_reached −→ cor.Distination_reached) satisfied

Fairness E<> ( r1.ID = selected_robot_id or r2.ID = selected_robot_id) satisfied

3.4 Discussion and Conclusion

In this chapter, we use Büchi automata and CTL (computational tree logic) properties to model

and verify the collaborative mobile robot system (CMRS). Recognizing the complexity of multi-

robot systems, we emphasized the necessity of robust communication and collaboration proto-

cols between robots to ensure efficient task execution.

Using automation-based model checking with the UPPAAL simulation and validation tool,

we analyzed the behavior of the CMRS. Through this formal approach, we demonstrated the

efficiency of the system and carefully examined its critical safety and liveness properties.

The results of examining the formal UPPAAL model show that the proposed system ensures

cooperation between robots, highlighting its role in improving performance and protecting

against possible failures.
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Conclusion

The field of mobile robotics has made great strides, demonstrating its ability to revolutionize

various sectors by enhancing efficiency and productivity. In this dissertation, we have tried to

highlight the effectiveness of mobile robots, especially in the context of delivery services, where

their applications can meet the increasing requirements of logistics services and e-commerce.

This work underscores the importance of integrating cutting-edge technologies to improve de-

livery processes.

Although it is difficult to adopt mobile robotics technologies in a region like Algeria due to

limited resources and infrastructure. However, this thesis underscores the opportunity for these

regions to benefit significantly from the deployment of mobile robots in various sectors, includ-

ing delivery, industry and healthcare.

The proposed mobile delivery robot system, developed through this dissertation, provided

a comprehensive solution consisting of three main stages:

• Designing a prototype of an autonomous mobile robot that can be used indoors or out-

doors. The robot can move within institutions using a line tracking system using a camera

installed on the front of the robot that can determine the location and extract rotation

angles. The robot also has a navigation system based on the Global Positioning System

(GPS), which enables it for external uses as well, as the robot receives the coordinates of

the destination through the mobile application, which provided a simple user interface

for users, which makes it easy to use. The angle and distance of the path are determined

through special algorithms before starting the navigation process towards the target, and

the proposed mobile robot can be useful in delivering food, groceries, and daily useful

products to our desired destination. Or use it inside hospitals, given the severe pressure
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that the healthcare system is currently under, as delivering medical equipment inside hos-

pitals may be risky. At the same time, our mobile delivery robot can be an effective intel-

ligent logistics system to solve important logistics problems in the supply chain of large

factories, especially for the purpose of reducing the cost, time and effort of workers. The

lightweight construction of our robot makes it safe against collisions and accidents that

may injure users.

• Providing a formal specification using Buchi automata for a multi-robot collaborative sys-

tem.

• And finally, check safety and liveliness properties by validating the system using UPPAAL

tool. The results of the formal model-checker UPPAAL show that the proposed system

satifies a set of safty and liveness properties.

This robot aims to enhance the delivery process by taking advantage of robotics technolo-

gies, thus improving the efficiency of transportation and delivery operations.

Perspectives

As future work, we seek to improve several aspects of this work, such as:

• Enhanced sensor integration and data fusion: Future work could focus on incorporating

more advanced sensors and improving data fusion techniques to enhance the robot’s per-

ception and decision-making capabilities.

• Scalability and network optimization: scale the proposed system to large fleets of delivery

robots will be crucial. explore advanced communication protocols, distributed comput-

ing, and network optimization.

• Energy efficiency and sustainability: Addressing the energy consumption of mobile robots

is essential for their sustainable deployment.

• Integration with other technologies: Exploring the integration of mobile robots with other

emerging technologies, such as the Internet of Things (IoT), blockchain technology for

secure transactions, and artificial intelligence for predictive analytics.

51



Conclusion and Perspectives

• Field trials and real-world deployments: Conducting large-scale field trials and real-world

deployments in different environments will be crucial to verify the effectiveness of the

proposed system.
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