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Abstract

In this thesis, we have relied on formal techniques in order to first evaluate WSN proto-
cols and then to propose solutions that meet the requirements of these networks. The thesis
contributes to the modelling, analysis, design and evaluation of WSN protocols.

In this context, the thesis begins with a survey on WSN and formal verification techniques.
Focusing on the MAC layer, the thesis reviews proposed MAC protocols for WSN as well as
their design challenges. The dissertation then proceeds to outline the contributions of this work.

As a first proposal, we develop a stochastic generic model of the 802.11 MAC protocol for
an arbitrary network topology and then perform probabilistic evaluation of the protocol using
statistical model checking. Considering an alternative power source to operate WSN, energy
harvesting, we move to the second proposal where a protocol designed for EH-WSN is mod-
elled and various performance parameters are evaluated. Finally, the thesis explores mobility
in WSN and proposes a new MAC protocol, named "Mobility and Energy Harvesting aware
Medium Access Control (MEH-MAC)" protocol for dynamic sensor networks powered by am-
bient energy. The protocol is modelled and verified under several features.

Key words: Wireless Sensor Networks, Medium Access Control, Formal Modelling, For-
mal Verification, Statistical Model Checking, Stochastic Timed Automata, Energy Harvesting,
Mobility.
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General Introduction

Context and motivation

Wireless sensor networks (WSNs) have been an attractive field for several years, whether
for academic research or industrial manufacturing. This type of ad-hoc networks is distributed
in several critical areas: military, environmental, health and domestic. There is more and more
research on several aspects of WSNs such as, deployment, localization, synchronization, secu-
rity, quality of service (QoS), scalability but the research axis that has attracted the most interest
from the share of the research community is that of energy savings.

As sensor nodes rely on battery with limited power, energy management is a major challenge
in WSNs. Much research has been done on saving energy which is based on using hardware
and software resources to minimize energy spending in order to keep the network operating for
as long as possible. Energy-efficient protocols have been proposed to prolong the lifetime of the
network, to the detriment of the quality of the services rendered. Another alternative for pow-
ering WSNss has emerged and is currently being actively investigated to address this challenge.
It consists of extracting ambient energy (solar power, mechanical vibrations, wind, etc.) and
transforming it into electrical energy to supply the sensor nodes. Evolution of energy recovery
technologies has led to the development of Energy Harvesting-Wireless Sensor Networks (EH-
WSNs). Each sensor node of the EH-WSNss is further equipped with energy harvesters and a
storage capacitor to accumulate the recovered energy. However, the energy harvesting rates are
significantly lower than the energy consumption for node operation, so that, the capacitor stores
energy until it attains a certain level sufficient to operate the node. Fortunately, with storage
devices having an almost unlimited number of recharge cycles, EH-WSNs can work for a long
time without having to manually refill their power.

Besides this technology, advances in embedded systems have led to a new class of mobile
sensor networks that improve the integration of WSNs into [oT (Internet of Things) which as-
sumes ubiquitous detection. Therefore, mobile WSN can meet the needs of many emerging
applications: the use of autonomous underwater vehicles (AUV) that travel across the ocean for
search and rescue, the tracking of vital signs (heart rate, blood pressure, etc.) by wearable sen-
sors in emergency applications, tracking objects for collecting information about their locations
like as in wildlife monitoring and traffic monitoring in urban areas.

Proposing software solutions in the form of algorithms and communication protocols that
support energy management is always an attractive aspect. A solution will only be accepted af-
ter it has been validated by testing, simulation, or formal verification. Simulation and testing is
used to establish the correctness of communication protocols, software, and hardware. Exhaus-
tive testing is almost always impossible with an exponential number of possibilities, thus minute
errors remain unchecked and undetected until they appear at inopportune times. This lack of
precision is unacceptable in critical areas, and the need for reliable verification techniques be-
comes essential. Formal methods can meet this need not only by verifying the properties of
protocols, but also by helping us deepen our conceptual understanding of protocols.

In this context, many works [1, 2, 13, 4, |5] have attempted to validate protocols in WSNs
since their first proposals. However, the rapid development of this field and the emergence of
new trends of IoT, cloud and mobility are beyond the relevant formal works. Indeed, the use of
traditional formal verification techniques is insufficient to overcome the increasing complexity
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of these systems. The evolution of formal verification towards symbolic, statistical and dis-
tributed model checking makes it possible to overcome this complexity.

The research in this thesis is included in this context where the objective is:

Use formal techniques to verify and evaluate the performance of existing solutions.
Improving existing solutions.

Propose and validate new energy-aware solutions using statistical model checking.

Main contributions

The MAC layer has attracted the interest of the research community because it is the source
of various causes of energy loss such as overhearing, overhead, collision and idle listening.
Therefore, the primary focus of this thesis lies on the MAC layer of WSN. On the other hand,
it focuses on statistical model checking as a verification technique.

The main contributions can be summarized in the following points:

Proposal of a stochastic generic model for the 802.11 MAC protocol for an arbitrary
network topology which is independent of the number of sensors.

Probabilistic assessment of protocol performance using statistical model checking.

Modelling a MAC protocol designed for EH-WSNs networks using stochastic timed au-
tomata.

Verification of the protocol using PCTL(Probabilistic Computation Tree Logic).

Proposal of a new "Mobility and Energy Harvesting aware Medium Access Control (MEH-
MAC)" protocol for dynamic sensor networks powered by ambient energy.

Thesis structure

The thesis is structured as follows:

The first part of Chapter 1 provides an overview of the WSNs domain, focusing on their
constraints, communication protocols, and their fields of application. The second part
focuses on the formal verification techniques, detailing system modelling formalisms and
property specification logics.

Chapter 2 focuses on the MAC layer. It describes the communication models used in
WSNs, design challenges and the main attributes used to evaluate the performance of
MAC protocols. In addition, the chapter reviews MAC Protocols for WSNss.

Chapter 3 presents the first contribution. It introduces the primary MAC scheme of the
standard IEEE 802.11. It proposes a stochastic model of the protocol and a probabilistic
evaluation.
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e Chapter 4 concerns the second contribution. It focuses on a protocol designed for EH-
WSNs. It develops the different algorithms describing the protocol. In addition, it
presents the formal models developed as well as the results of the performance evalu-
ation.

e Chapter 5 describes the third contribution. It details all aspects of the proposed protocol
and presents the modelling and verification of the protocol using UPPAAL-SMC.

e General conclusion concludes the thesis, summarises the contributions and discusses is-
sues that are open for future research.
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Chapter 1 Specification and Verification of Wireless Sensor Networks

1.1 Introduction

Wireless sensor network (WSN) has emerged as one of the most promising technologies for
the future. This has been enabled by advances in technology and availability of small, inex-
pensive, and smart sensors resulting in cost effective and easily deployable WSNs. However,
the development of adequate formalisms for modelling and analysis of wireless networks has
not kept pace with this. While simulation is the standard tool for analysing wireless network
protocols, simulation results can depend as much on the simulator as on the design of the proto-
col. Formal proofs of compliance with the specifications of the application have to be provided.
Applications of formal methods for the analysis of computer networks are usually motivated by
a desire to study them more thoroughly, that is, to increase breadth, depth, and reliability of the
analyses, thus increasing coverage, feasible system complexity, and depth of the results.

This chapter introduces existing approaches for modelling and analysis of wireless net-
works. Hence, it is divided into two parts. The first gives a general view on WSNss, their con-
straints, the different types, their fields of application as well as the different communication
protocols. The second part presents the different methods of formal verification by specifying
the formal modelling languages and the properties specification formalisms. Finally a conclu-
sion that summarizes this content will be completed the chapter.

1.2 An overview of WSN

The main purpose of this section is to introduce the preliminary concepts and definitions of
WSN.

1.2.1 Definition

Wireless Sensor Networks are distributed embedded systems that collect data on their en-
vironment (temperature, pressure, humidity, etc.) and relay it autonomously through their net-
work to an end user. The network is composed of nodes, deployed in an area, that are capable of
collecting data and relaying it to dedicated nodes called sinks, in a multi-hop fashion, without
the need of a fixed network infrastructure. The sink node transmits the collected data to a task
manager that will analyse the data and take decisions accordingly [6]]. A sensor node is made
up of four basic components as shown in Figure [7]:

e Processing unit which executes the communication protocol’s program.
e Transceiver controlled by the micro-controller to communicate with other nodes.
e Sensing unit which contains at least one sensor to collect environmental data.

e Power unit (battery which may be recharged by some ambient energy (solar, mechani-
cal, etc.) collected from the environment of certain nodes.

A wireless sensor node may also have application dependent additional components such as a
location finding system, a power generator and a mobilizer.
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Figure 1.1: Components of a sensor node

1.2.2 Constraints and Requirements

Wireless sensor network can help human for updating data as soon as possible without
moving to direct place for data collection, people do not need to reach danger place or to go to
place permanently, all tasks will be done by placing wireless sensor for collecting data. But the
development of these systems is a complex task for several reasons. The sensor nodes are small
devices that are constrained in terms of energy resources, memory, data rate and processing
capabilities. Therefore, a sensor network design is influenced by many factors [8][9]:

e Power consumption: due to node operation with battery, energy efficiency issue is al-
ways given to higher priority than other features in WSN. Particularly, most schemes for
real-time communications are likely to choose a path with least cost repeatedly. In this
case, a node’s battery along the path will be quickly drained so it becomes unavailable at
early time. Consequently, failure on node results in short network lifetime. So, commu-
nications protocol should be designed in energy efficient way.

e Resource constraints: the main material constraint is the size of the sensor which may
be smaller than even a cubic centimetre which affects the processing capacity, storage and
energy.

e Fault tolerance: the communication in WSN is unreliable due to error prone wireless
medium with high bit error rates and variable-link capacity. Thus, a WSN should be re-
liable in order to function properly and depending on the application requirements, the
sensed data should be reliably delivered to the sink node. WSNs are usually prone to un-
expected node failures due to different reasons like nodes may run out of energy or might
be damaged (in extreme environment conditions), or wireless communication between
two nodes can be permanently interrupted. This requires WSNs to be robust to node fail-
ures. In WSN, fault tolerance can be improved through a high level of redundancy by
deploying additional nodes than required if all nodes functioned properly. In case of high
density deployment, sensor observations can be highly correlated in the space domain.

¢ Dynamic and extreme environment conditions: dynamic network topologies and harsh
environment conditions may cause sensor node failures and performance degradation.
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This requires WSN to support adaptive network operation including adaptive signal pro-
cessing algorithms and communication protocols to enable end-users to cope with dy-
namic wireless channel conditions and varying connectivity.

e Data redundancy: where the sensor nodes are densely deployed in the capture field, the
data captured and communicated by multiple sensors that are close of the same detected
event are redundant. Data fusion and localized processing are required to address the
data redundancy such that only necessary information is delivered to the end-user and
communication overhead can be reduced.

e Large scale deployment: since WSNs may contain a large number of sensor nodes,
the employed architectures and protocols must be able to scale to sizes of thousands or
more. Moreover, a large scale deployment of WSN requires low-cost and small-sized
sensor nodes. A WSN should be able to self-organize itself as the network topology
may change due to reasons like node failure, mobility, and large scale deployments. In
addition, new nodes may need to join the network, for example, to replace failed nodes,
thus, a WSN must be self-reconfiguring. It can be expensive to give a unique address for
each node (address-centric paradigm) especially when thousands of nodes are deployed
in the application.

1.2.3 Types of Wireless Sensor Networks

Current WSNs are deployed on land, underground, and underwater. They face different
challenges and constraints depending on their environment. We present hereafter five types of
WSNss: terrestrial WSN, underground WSN, underwater WSN, multi-media WSN, and mobile
WSN [6].

e Terrestrial WSN: consists of hundreds to thousands of low-cost nodes deployed in a
given area, deployed either in unstructured (ad-hoc) or structured (pre-planned) manner.
In this WSN, reliable communication in a dense environment is very important. Since
battery power is limited, terrestrial sensor nodes can be equipped with solar cells as a
secondary power source. The Energy conservation of these WSNs is achieved with multi-
hop optimal routing, short transmission range, in-network data aggregation, and using
low duty-cycle operations. Common applications of terrestrial WSNs are environmental
sensing and monitoring, industrial monitoring, and surface explorations.

e Underground WSN: consists of underground sensor nodes communicated through the
soil and it is used to detect and monitor underground situation. To relay information from
the sensor nodes to the base station, additional sink nodes are located above the ground.
The underground environment makes wireless communication a challenge due to high
level of attenuation and signal loss. Underground WSNs are used in many applications
such as agriculture monitoring, landscape management, underground monitoring of soil,
water or mineral, and military border monitoring.

e Underwater WSNs: consists of sensors deployed underwater. Such nodes being ex-
pensive, only a few nodes are deployed and autonomous underwater vehicles are used
to explore or gather data from them. A challenge in underwater communication is the
limited bandwidth, long propagation delay, and signal fading issue. Another challenge is
sensor node failure due to environmental conditions. Applications of underwater WSNs
include pollution monitoring, under-sea surveillance and exploration, disaster prevention
and monitoring, seismic monitoring, equipment monitoring, and underwater robotics.

8
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e Multi-media WSN: consists of low cost sensor nodes equipped with cameras and micro-
phones, deployed in a pre-planned manner to guarantee coverage. These sensor nodes
interconnect with each other over a wireless connection for storing, processing, and re-
trieving multimedia data such as video, audio, and imaging. The challenges with the
multimedia WSN include high energy consumption, high bandwidth requirements, data
processing, compressing techniques and quality of service (QoS) provisioning.

e Mobile WSN: consists of mobile sensor nodes that can move around and interact with the
physical environment. Sensor mobility occurs either when the sensor is stuck on a moving
object or when the sensor is self-moving. Mobile WSN [10] is much more versatile
than static WSN as the sensor nodes can be deployed in any scenario and cope with
rapid topology changes. In Mobile WSN, the major environmental factors are the shared
medium and varying topology. The shared medium denotes that channel access must be
regulated in some way. Hence, the network topology plays a significant role in routing
protocol design and also decides the transmission path of data packets to reach the desired
destination. A dynamic routing algorithm must, thus, be employed unlike fixed routing in
static WSN. Primary examples of mobile WSN applications are monitoring (environment,
habitat, underwater), military surveillance, target tracking, search and rescue. A higher
degree of coverage and connectivity can be achieved with mobile sensor nodes compared
to static nodes.

1.2.4 Applications

The large emergence of WSN was originally motivated by military applications. The first
wireless network resembling what we today call WSN was developed by the United States
military in the 1950s to monitor Soviet submarines using acoustic sensors [11]. In 1980, the
United States Defence Advanced Research Projects Agency developed a program called the
distributed sensor networks [12]. Eventually governments and universities began taking an
interest in WSN for applications such as air quality monitoring, forest fire detection and weather
stations. At the same time, WSN made their way into industrial applications such as waste water
treatment or factory automation. The decrease in size and cost of micro-sensors, the widening
range of sensor variety as well as the development of wireless communications have widened
the number and type of applications based on WSN technology [6][7][13]].

e Environmental monitoring: the development of environmental monitoring system has
been applied in many applications in order to assist people in their job and reduce cost
and time. The applications of environmental monitoring have grown rapidly in agricul-
tural monitoring, habitat monitoring, indoor monitoring, greenhouse monitoring, climate
monitoring and forest monitoring. WSN can be useful to signal problems as when they
are used to detect forest fire, flood, to control the biocomplexity of the environment and
to monitor the pesticides level in the drinking water in real-time.

e Healthcare: an example of use of WSN for healthcare is the tracking and monitoring
doctors and patients inside a hospital: each patient has small and light weight sensor nodes
attached to them. Each sensor node has its specific task. For example, one sensor node
may be detecting the heart rate while another is detecting the blood pressure. Doctors may
also carry a sensor node, which allows other doctors to locate them within the hospital.

e Industry: the implementation of WSN applications in industrial automation sector is in-
creasing the graph of productivity in marketplaces. These applications collect the real

9
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time data acquisition, rare event detection, controlling, industrial robots, periodic data
collection. Sensors are used to detect rare, random and ephemeral events such as fault de-
tection, notification system and alarm warnings, due to uncertainty in machines. Sensors
are also use for monitoring controlling the machinery and plants. The adoption of these
applications decreases human errors and enhances the efficiency in production.

e Home automation: in this application, the sensor network is deployed in the home. The
principle is that the network forms an environment, called pervasive. Smart sensor nodes
and actuators can be buried in appliances, such as vacuum cleaners, micro-wave ovens,
refrigerators. These sensor nodes inside the domestic devices can interact with each other
and with the external network via the Internet or Satellite. They allow end users to manage
home devices locally and remotely more easily.

1.2.5 Communication Protocols for WSN

In WSN, each sensor node has the capabilities to collect data and route data back to the
sink and the end users. Data are routed back to the end user by a multi-hop infrastructure-
less architecture through the sink. The sink may communicate with the task manager node via
Internet or Satellite. To assure this communication, the sink and all sensor nodes use a protocol
stack which must be energy efficient and reliable in terms of communication. The model of the
protocol stack given in Figure [I.2]is based on a simplification of the OSI model, it possesses 5
layers, and 3 management planes [6][14]].
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Figure 1.2: WSN protocol stack

e Physical layer: is responsible for frequency selection, carrier frequency generation, sig-
nal detection, modulation and data encryption. The physical layer design starts with the
design of the radio. The design or selection of a radio is very important because the radio
can impact the performance of the other protocol layers. An energy efficient radio should
consume the lowest possible energy required to properly its function and communicate.

e Data-link layer: is used for link management, flow and error control. It is also concerned
with the data transfer between two nodes that share the same link. Simultaneous transmis-
sion of data on a single channel will lead to a collision, causing loss of data and energy.
To avoid this, MAC protocols are used to avoid collisions, to handle packet corruption, to
minimize transmission delays and increase transmission reliability.

e Network layer: implements the routing mechanisms of data across the network from the
source to the destination. The design of network protocols in a WSN needs to be scalable.
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It should easily manage communication among many nodes and propagate sensor data to
the base station. An efficient routing protocol is required at the network layer to choose a
path with the minimum cost of delay, lifetime, energy or any other parameter that is more
relevant to the application.

e Transport layer: ensures reliable data transport by inspecting the network state for con-
gestion and reliability. Transport layer protocols in WSNs should support multiple appli-
cations, variable reliability, packet-loss recovery, and congestion control mechanism.

e Application layer: provides an interface to receive data from the user and to execute
different types of applications.

e Power management plane: handles how the sensor uses its power. When the power
level of the sensor node is low, the sensor node broadcasts to its neighbors that it is low in
power and cannot participate in routing messages. The remaining power is reserved for
sensing.

e Mobility management plane: detects and registers the movement of sensor nodes, so
the sensor nodes can keep track of who are their neighbor sensor nodes.

e Task management plane: schedules the sensing tasks given to a specific region. Not all
sensor nodes in that region are required to perform the sensing task at the same time.

1.2.6 Cross Layer Approach

Routing, QoS constraints, security, and time synchronization conflict directly with sensors
energy consumption. So, the need that parameters must be shared among different layers of the
protocol stack is necessary. For example, the QoS requirements at the application layer can be
informed to the MAC layer in order to achieve better scheduling for the running application, and
the channel state information can be fed to the network layer so the routing protocol can avoid
paths including channels in a bad state. The cross-layer solution would involve parameters from
all layers of the stack since all of them affect energy consumption to some degree. Hence, the
increase in the sensors design complexity is inevitable and inversely proportional to the sensors
energy capacity [14]]. The cross-layered approach is more effective and energy efficient than
in traditional layered approach. While traditional layered approach endures more transfer over-
head, cross-layered approach minimizes these overhead by having data shared among layers. In
the cross-layered approach, the protocol stack is treated as a system and not individual layers,
independent of each other. Layers share information from the system. The development of var-
ious protocols and services in a cross-layered approach is optimized and improved as a whole.
Various design solutions are proposed to explore the benefits of a cross-layer approach [6]].

1.3 WSN Protocol Verification Methods

Formal methods are concerned with the unambiguous specification and automated valida-
tion and/or verification of software systems based on mathematical formalisms. Important val-
idation and verification techniques based on formal methods are simulation, testing and formal
verification.

e Simulation: is a validation technique that is concerned with some executable model of
the system under consideration. A software tool called a simulator executes the model
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following some scenarios (sets of possible system inputs) to determine the behaviour.
This provides insight to the reactions of the system on certain inputs. The scenarios may
be provided by the user or may be randomly generated. Simulation is typically useful
for a quick assessment of a design, but not to show the presence of subtle errors as it is
infeasible to simulate all possible scenarios. There are several established tools for the
simulation of wireless networks, including NS-2, OMNet++, OPNET/[15].

e Testing: various aspects of distributed applications such as the radio communication over
a shared medium can be complex to simulate. Consequently, the results of the evaluation
of a WSN system through simulations or theory can only be considered approximate.
Even excellent channel models have to be confirmed by real world measurements. Due
to this fact, real world experiments have increased in popularity. Experimentation on real
sensor nodes is usually done in so called test-beds. A WSN test-bed is a platform for the
experimentation of development projects. It allows testing the software implementation
of the full protocol stack on a set of hardware nodes in a controlled environment. The
packets exchanged between nodes can be traced using a sniffer. WSN test-beds enable
more realistic and reliable experimentations than on WSN simulators when it comes to
capturing the subtleties of the underlying hardware, software and dynamics of the WSN.
The deployment of those WSN test-beds is increasing rapidly, a development that is also
due to the increasing collaboration between industry and academia. WSN test-beds allow
experimenting on different aspects of WSN systems conception, such as the protocol
stack, resource management and network optimization. However, the development and
testing of WSN systems on real platforms can quickly become tedious if the number of
nodes exceeds a few dozens.

e Formal verification: formal verification techniques prove that a model of a system op-
erates correctly, in contrast to testing and simulation. These techniques are based on the
construction of a formal model of the system which represents the possible behaviour.
The correctness requirements are stated as properties in a formal property specification
language. Then it is checked whether the specification of the model contains the desired
behaviour. This can be unambiguously and explicitly checked since we are dealing with
formal specifications. It is important to note that formal verification techniques are only as
good as the model. As opposed to testing and simulation, formal verification techniques
are capable to exhaustively check the behaviour of the system under consideration.

1.3.1 Formal Verification Methods

To formally verify a system, one must model the system and its interactions in order to prove
a set of properties on the model by applying formal methods. Formal methods are computer
techniques based on mathematical logic that allow proving in a rigorous way that a system
complies with a set of properties. The system and its properties are modelled in a mathematical
language that allows establishing if the properties are verified. Numerous formal verification
techniques have been proposed. The main methods are Model checking, Theorem Proving and
Network Calculus.

1.3.1.1 Model Checking

Model Checking[16][17] is an automated technique that, given a finite-state model of a
system and a formal property, systematically checks whether this property holds for a given
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state in that model. Slightly more formally, we are interested in showing that M |= ¢ where M
represents a Kripke structure or a labelled transition graph, as a model of system description,
¢ be a formula of temporal logic as a property. From this model of states and transitions,
a semantic interpretation is generated representing all the possible behaviours of the system.
Algorithms allow an exhaustive exploration of the possible states of the system. Model checking
is a process that is computer aided: given M and ¢, a computer tool called a model checker
performs the check. If the property does not hold for the given model, a counterexample is
provided that indicates how the error state of the model was reached. System verification using
model checking goes through three phases as shown in Figure
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Figure 1.3: Model Checking principle

e Modelling phase: in which the system under consideration is modelled using the model
description language of the model checker. The properties to be checked are also formal-
ized, using the property specification language supported by the model checker.

e Running phase: in which the model checker systematically and exhaustively checks the
validity of the given property for the constructed model.

e Analysis phase: in which the result of running the model checker is analysed. If the
property is violated, a counterexample will be generated.

The main limitation of model checking is combinatorial explosion when the number of possible
states is too big. It is then impossible to explore all of them in a reasonable time. The state
explosion problem limits the application of model checking to large scale problems. Various
approaches have been proposed for coping with this issue.

a) Symbolic model checking: the main insight of symbolic model checking[18] is that it is
more efficient to consider large number of states simultaneously at a single step instead
of traversing enumerated reachable states one at a time. Symbolic model checking facil-
itates such a state space traversal by allowing representations of states set and transition
relations as boolean encoded formulas, BDDs(Binary Decision Diagrams ), or related
data structures. This allows handling of much larger designs containing hundreds of state
variables. Symbolic algorithms can thus work with the FSM(Finite State Machine) repre-
sented implicitly as a formula in quantified propositional logic without the need of explic-
itly building a FSM graph. The first symbolic model checking tool, SMV, was developed
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by McMillan in 1992 and used BDDs to combat the state explosion problem [[19]]. More
recently, SMV has been extended and reimplemented as NuSMV and NuSMV?2 [20].

b) Bounded model checking: the basic idea in BMC [21] is to search for a counterexam-
ple in executions whose length is bounded by some integer k. If no bug is found then
one increases k until either a bug is found, the problem becomes intractable, or some
pre-known upper bound is reached(this bound is called the Completeness Threshold of
the design). The BMC problem can be efficiently reduced to a propositional satisfiability
problem, and can therefore be solved by SAT methods [22] rather than BDDs. SAT pro-
cedures do not suffer from the space explosion problem of BDD-based methods. Modern
SAT solvers can handle propositional satisfiability problems with hundreds of thousands
of variables or more. Thus, although BMC aims at solving the same problem as tra-
ditional BDD-based symbolic model checking, it has two unique characteristics: first,
the user has to provide a bound on the number of cycles that should be explored, which
implies that the method is incomplete if the bound is not high enough. Second, it uses
SAT techniques rather than BDDs. Experiments with this idea showed that if & is small
enough(typically not more than 60 to 80 cycles, depending on the model itself and the
SAT solver),it outperforms BDD-based techniques.

c) Statistical model checking: the key insight is to deduce whether or not the system satis-
fies the property by observing some of its executions with a monitoring procedure [23],
and use hypothesis testing to infer whether the samples provide a statistical evidence for
the satisfaction or violation of the specification. In contrast to a numerical approach, a
simulation-based solution does not guarantee a correct result. However, it is possible to
bound the probability of making an error. Simulation-based methods are known to be far
less memory and time intensive than numerical ones, and are sometimes the only option.
The crux of the statistical model checking approach is that since sample executions of
a stochastic system are drawn according to the distribution defined by the system, they
can be used to get estimates of the probability measure on executions. Starting from
time bounded Probabilistic Computational Tree Logic properties, the technique has been
extended to handle properties with unbounded until operators, as well as to black-box
systems. Tools based on this idea have been built such as COSMOS [4]], UPPAAL [24],
VESTA [25] and they have been used to analyse many systems.

1.3.1.2 Theorem Proving

In the theorem proving paradigm [26] of formal verification, a deductive proof of M = ¢,
where M is a set of axioms and inference rules, expressed in some mathematical logic rep-
resenting the system behaviour , and ¢ is also expressed in that same logic representing the
system property that needs to be checked. A theorem prover is a computer tool that assists in
this process of constructing a proof. Compared to a model checker, a theorem prover is less
automatic since user interaction is typically required during proof construction. On the other
hand, theorem provers are not restricted to finite state spaces.

1.3.1.3 Network Calculus

Network calculus [27] is a theoretical environment that allows analysing the performance
of a communication network. It gives strict bounds on the system’s performance, for example
on hard real time constraints or QoS(Quality of Service). Communications are represented
as flows going through the network. The constraints of these communications are defined by
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mathematical functions called arrival curves or service curves. The calculus of performance
bounds is done for a given topology, and it is not possible to represent the dynamism of the
topology (node or radio links disappearing). Moreover, modelling communication protocols as
service curves is based on unverified hypothesis, for example that nodes provide a minimum
service.

1.3.2 Formal Modelling Languages

WSNs are wide-scale wireless multi-hop networks. To model this type of system, it is
necessary to be able to represent the following aspects:

e Concurrency, nodes working simultaneously;

e Communications, neighbouring nodes in the topology can communicate between them
and interfere with each other due to the broadcast nature of the radio medium;

e Data, we need to have data structures to represent system information (information con-
tained in packets, topology network, etc.);

e Probabilities, the radio links are unreliable, so the communications are probabilistic, it
is necessary to be able to express the probabilities of reception and packet loss;

e Time, we have to express temporal behaviours of protocols, for example the time between
two events: sending and receiving a packet.

We’re interested in this thesis to the formalisms that can be used to model WSN and which
make it possible then to carry out a verification by Model Checking. In the following sections,
we present several possible formalisms.

1.3.2.1 Petri Nets

Petri nets have been commonly used for representing concurrent network protocols [28].
Formally a Petri net is a 5-tuple (P, T, F, W, MO0) such that:

- P =p1,p2,...,py, 1s a finite set of places which are marked with tokens,

1
~
|
<~
—
~
g

...... t,, 1s a finite set of transitions,

F C (P xT)U(T x P)is aset of oriented arcs that connect places to transitions and
transitions to places,

W : F' — N is a function that assigns a weight to each arc,

- My : P — N which assigns an initial marking to places: marking is an integer associ-
ated with a place, it corresponds to the number of tokens contained in the place.

The dynamics of the model are represented by the movement of tokens, which is described
by the transition firing rules. A transition is said to be enabled by a given marking if all its
input places have at least one token for each input arc from the place to the transition. That is,
transition ¢; is enabled by the marking M/ if and only if M(P;) > W (FP,,t;), for all P, € P.
An enabled transition can fire, removing tokens from input places and creating tokens in output
places. If transition ¢; fires, then the new marking, say A/, is given by M'(P;) = M(FP;) +
W(t;, P,) — W(P,;,t;), for all P, € P. A temporal extension of Petri nets allows an explicit

15



Chapter 1 Specification and Verification of Wireless Sensor Networks

representation of time [29]]. Temporal Petri nets add time constraints to cross transitions. These
constraints have the form of time intervals during which it is possible to take the transition.
There is also a stochastic temporal version of Petri networks that can represent probabilities
(30

1.3.2.2 Process Algebra

Process algebra is a widely used formalism for specifying and verifying distributed concur-
rent software systems. In process algebra, a system is specified in the provides syntax, and the
composed system is then verified against the desired properties axiomatically [31]. The sys-
tem is represented in the form of a process term, using the basic operators, the communication
operators, and recursion. The process terms represent the states in this labelled transition sys-
tem model, and transitions correspond to actions. The resulting process term is manipulated by
means of equational logic, to prove that its graph conforms with the desired external behaviour.
This framework can be used to detect undesirable properties and to formally derive desirable
properties of a system specification.

1.3.2.3 Timed Automata

Timed automata [32] are widely used to model and analyse the behaviours of real time
systems. A timed automaton is a finite state machine with a set of clocks to ensure adherence
to strict timing constraints, such as execution times, response times and communication delays.
The simplest form of a constraint compares a clock value with a time constant. Timed automata
only allow boolean combinations of simple constraints, i.e., for a set X of clock variables,
the set ((X) of clock constraints § is defined inductively by § := = < n|n < x|=d|0; A ds
where x is a clock in X and n is an integer constant. These clock variables are initiated with
zero when the system is started, and then increase synchronously with the same rate. Clock
variables can also be attached to locations as invariants. A location can be entered and stayed
in only when all of its invariants are true. A formal definition of timed automaton [33]is a tuple
(Loc, Locy, %, X, —, Inv, L) where:

- Loc is a finite set of locations,

- Locy C Loc is a set of initial locations,
- X is a set of actions,

- X is a finite set of clocks,

- —C Locx ((X) x X x 2% x Loc is the set of edges with ¢(X) assigns a clock constraint
named guard to edges,

- Inv : Loc — ((X) assigns invariants to locations,

L : Loc — 247 is a labelling function states with AP a set of atomic proposals.

In one state, time can flow as long as the invariant is true. Any transition active since this state
can be taken, a transition is active if the constraint on clocks (guard) is verified. The transition
is selected in a non deterministic among the active transitions. When the transition is taken, a
subset clocks (2%) is reset to 0.

Timed Automata are used to represent the temporal behaviour of systems, however, it is
more difficult to represent communications and concurrency with timed automata because the
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synchronization of several elements of the system would have to be encoded. Because the
number of possible combination between the actions of the different elements increases in a
quadratic way with the number of elements, this encoding becomes quickly complicated and
long as the system’s size increases. Consequently, to represent concurrency and communica-
tions, Networks of Timed Automata (NTA) have been introduced [22]. A NTA is composed
of several TA working in parallel and synchronizing over common actions. NTA enable mod-
elling time, concurrency, as well as communications through synchronization. Formally, an
NTA is the parallel composition of {A;}1<;<, where A; = (Loc;, Loc?, i, X;, —4, Inv;, L;)
forl < <n.

The theory of timed automata can be used to prove the correctness of real time systems.
Generally, two types of properties, liveness and safety, are concerned. As checking liveness is
computationally expensive, the main effort of verifying a timed system focuses on checking the
safety properties, which can be checked using reachability analysis by traversing the state-space
of timed automata. It is proved that the reachability verification of timed automata is decidable,
still quite expensive though.

1.3.2.4 Stochastic Extensions of Timed Automata

a) Probabilistic Timed Automata

Probabilistic timed automata [34] are a modelling formalism for distributed systems that
support dense time, non-determinism, and probabilistic choice. They represent an exten-
sion of timed automata, for which discrete probability distributions range over the edges
of the control graph.

Formally, a probabilistic timed automaton is a tuple (Loc, Locy, 3, X, prob, Inv, L) where:

- Loc is a finite set of locations,

- Locy € Loc is the initial location,

- X is a finite set of events, such that Act, C Act are urgent,
- X is a finite set of clocks,

- prob C Loc x ((X) x ¥ x Dist(2% x Loc) is the probabilistic transition relation.
Dist(2% x Loc) denotes the couple: (probability intensity over the transition, the
target location).,

- Inv: Loc — ((X) is the invariant function associated for each location,

- L : Loc — 247 is a labelling function states with AP a set of atomic proposals.

A state of a probabilistic timed automaton is a pair (I, v) where [ € Loc and v € T (a
clock valuation) are such that v < inv(l) (i.e. v satisfies Inv(l)). The model starts in the
initial location Locy with all clocks set to 0, and hence the initial state is (Locy, 0). In
each location, there is a non-deterministic choice between two types of transitions: Delay
transitions which correspond to the elapsing of time in a location. They are permitted as
long as the invariant condition is satisfied and no urgent transitions are enabled. Discrete
transition correspond to the execution of probabilistic transitions (I, g, o, p) € prob. If the
current location [ satisfies the clock constraint g and the current event is o, then p(X, )
is the probability of resetting all clocks in X to 0 and moving to the location /.

The semantics of probabilistic timed automata is defined in terms of timed probabilistic
systems, which exhibit timed, non-deterministic and probabilistic behaviour. They are a
variant of Markov decision processes and Segala’s probabilistic timed automata [335]].
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b)

Moreover, it is often useful to define complex systems as the parallel composition of a
number of interacting sub-components. Let PT'A; = (Loc;, Loc), 3, X;, prob,

Inv;, L;) for ¢ € 1,2. The parallel composition of two probabilistic timed automata
PTA; and PT A, is the probabilistic timed automaton PTA; || PT Ay = (Loc; X
Locy, (Loct, LocY), 31 U X, X1 U Xy, prob, Inv, Ly U Ly) where Inv(l,1') = Inv,(l) A
Invy(l') for all (1,1') € Locy x Locy and ((l4,13), g, 0, p) € prob if and only if one of the
following conditions holds:

e 0 € X\ Xy and there exists (I1, g, o, pl) € prob; such that p = p; @ 7 1,);
® 0 € Xy \ X and there exists (I2, g, o, p2) € prob, such that p = 1.y 1,y ® pa;
e 0 € ¥; N 3, and there exists (I, g1,0,pl) € proby and (ly, g2, 0, p2) € probs such
that g = g1 A\ g2 and p = p; @ po
where for any [y, € Locy, ly € Locsy:

pP=n ®p2(X1 U X, (11, 12)) = pl(X17 ll)‘pQ(X27 l2)-

Priced Timed Automata

Priced timed automata [[36]] are an extension of timed automata whose clocks can evolve
with various rates.

A Priced Timed Automaton (PTA) is a tuple A = (L,l0,X,>, E,R, I) where:

L is a finite set of locations;

lo € L is the initial location;

- X is a finite set of clocks;

L(X) is the set of guards over X;

U(X) is the set of invariants over X;

- X =2; W, is a finite set of actions partitioned into inputs (22;) and outputs (22,);

- ECLx L(X) x ¥ x 2% x Lis a finite set of edges;

- R: L — N* assigns a rate vector to each location;

- I : L — U(X) assigns an invariant to each location.
A clock valuation over X is a mapping V : X — R > 0, where R > 0 is the set of
non-negative reals. The valuation of a clock x € X after a time delay d € R > 0 is given

by the formula V(x) + r(x) x d. Recalling that this valuation was defined by: V(z) + d
in the case of ordinary timed automata.

A set of Priced Timed Automaton A; = (L;, X;,%;, E;, R;,I;)(j = 1..n) are compos-
able into a closed network if:

- their clock sets are disjoint (X; N X; = () when j # k);

- they have the same action set (¥ = XJ; = XJ;, for all j, k);

- their output action-sets provide a partition of X(3;0 N Xzo = () for j # k).

Let A; = (L;, X;,%;, E;, Rj, I;) with (j = 1..n) composable NPTAs. Their composi-
tion (Ay]...|]A4,) is the NPTA A = (L, X, 3, E, R, I) where:
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- L =x,Lj;

- X =U;X;;

R(l)(z) = Rj(l;)(x) when z € X;
I(l) = ny I (k);

/. ’

- (1,n;g,a,U;r;, 1) € E whenever (1;, g;,a,7;,1;) € E; for j = 1..n.

Each Priced Timed Automaton decides based on a given delay density function and output
probability function how much to delay before outputting and what output to broadcast at
that moment. Obviously, in such a race between components the outcome will be deter-
mined by the component that has chosen to output after the minimum delay: the output
is broadcast and all other components may consequently change state. The delay density
function will be either a uniform in cases with time-bounded delays or an exponential
distribution in cases of unbounded delays.

1.3.3 Properties Specification Formalisms

The principle of Model Checking is to verify that one or more properties are respected by a
model of the system. These properties are [17]:

e Reachability: reachability property makes it possible to verify that a configuration is
reachable by a series of transitions from another system configuration. Other types of
properties are defined from Reachability.

e Safety: a safety property is a property stating that "something bad never happens". Gen-
erally, safety requirements include the absence of deadlocks and similar critical states that
can cause the system to crash.

Deadlock, sequential programs that are not subject to divergence (e.g., endless loops)
have a terminal state, which has no outgoing transitions. For concurrent systems, how-
ever, computations typically do not terminate. In such case, terminal states are undesir-
able and mostly represent a design error. Apart from simple design errors where it has
been forgotten to indicate certain activities, in most cases such terminal states indicate a
deadlock. A deadlock occurs if the complete system is in a terminal state, although at
least one component is in a (local) non-terminal state. A typical deadlock scenario occurs
when components mutually wait for each other to progress.

e Liveness: different from safety properties, liveness properties mean that "something
good" will eventually happen.

Properties are generally stated using temporal logics to specify how the system evolves over
time. There are two main categories [26]:Linear Temporal Logic (LTL) and CTL(Computational
Tree Logic). These two logics have derivatives to explicitly take into account the time and prob-
abilities (PLTL, TLTL, PCTL, TCTL, PTCTL).

1.3.3.1 Linear Temporal Logic (LTL)

LTL [377]] extends traditional propositional logic with temporal operators. Thus, LTL allows
assertions about the temporal behaviour of a system where each moment in time has a unique
future trajectory. An LTL formula ¢ has the following syntax:
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¢ == pl(=0)[(¢ A O)(@UD)(G §)|(F ¢)[(X ¢)

where:

p is an atomic proposition,

Xp: p holds next time,

F,: p holds sometime in the future,

Gp: p holds globally in the future,
- pUq: p holds until ¢ holds.

LTL semantics is originally defined by Pnueli [38] over infinite sequences of states that corre-
spond to infinite or non-terminating sequences of computations. However, over the years, there
has been more and more interest in run-time LTL verification that overcomes several inherent
problems of model checking of full-scale models. Usually, LTL deals only with infinite be-
haviour. Finite traces could be tackled with certain workarounds, such as looping the last state
of the finite trace.

1.3.3.2 Computation Tree Logic (CTL)

The branching time temporal logic, Computation Tree Logic(CTL) [39], is one of the most
popular temporal logics in practice. CTL allows us to express a wide variety of branching
time properties which can be verified in polynomial time (that is, the time complexity of CTL
model checking is polynomial in the size of the state transition system times the length of the
CTL formula). This makes CTL model checking computationally attractive as compared to the
linear time temporal logic, LTL, and the more expressive branching time logic. CTL formulas
can be recursively decomposed into sub-formulas which can be checked independently on the
states of the system. Once this is done, the verification of the formula itself reduces to a simple
question of reachability through the states marked by the sub-formulas. In this logic a path
quantifier (A "for every path", E "there exists a path") can prefix an assertion composed of
arbitrary combinations of the usual linear-time operators (X, F,G,U). More precisely, the
syntax of CTL formulae is defined as follows:

¢ :=pl=@lo N DoV dl¢ = G|AX G|EX ¢|AF ¢|EF 9|AG ¢|EG ¢|A[pU¢||EoU¢)

CTL formulae are interpreted over states in Kripke structures. Specifically, the CTL seman-
tics is given by the operator = such that K, s = f means that the formula f is true in the state
s of the Kripke structure K. All the CTL formulae are state formulae, but their semantics is
defined using the intermediate concept of path formulae. In this context the notation K, 7 |= f
means that the formula f is true along the path 7 in the Kripke structure K. The operator 7 is
defined inductively as follows:

1. K,s = Tistrue and K, s = L false for any state s in any Kripke structure K.

2. K,s = a, a € AP(Atomic Propositions) if and only if a € L(s).(L(s) is the set of
propositions that satisfied the state s).

3. K,s=~fifandonlyif: =(K,s = f) for any state formula f.

4. K,s = fAgifandonlyif: K,s |= f and K, s |= g for any state formulae f and g.
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5. K,s = fVvgifandonlyif: K,s |= f or K, s |= g for any state formulae f and g.

6. K,s = Ef for some path formula f if and only if there exists a path m = s — 57 —
Sg — +-+ — 8;,1 € Nsuch that K s |~ f.

7. K,s | Af for some path formula f if and only if K,s = Af for all paths 7 = s —
S1 — 89 —> ++- — 8;,1 € Nsuch that K, s = f.

We use 7 to denote the i — th state of a path 7, with the first state being 7°. The operator |= for
path formulae is then defined as follows:

1. K,n = X fif and only if, 7 |= f for any state formula f.

2. K,m = fUg for any state formula f and g if and only if there exists j > 0 such that
K,m* = gforallk > j, K7’ = fforalli < j.

1.3.3.3 Timed Computation Tree Logic (TCTL)

The branching-time logic TCTL [40] is a quantitative extension of CTL, where the scope of
the temporal operators can be limited in time by subscripting them with time constraints .The
syntax of TCTL is given by the following grammar:

¢ = plo1 A Go| =G| E(p1U” ¢2) [A(D1U7 )

where J is an interval whose bounds are natural numbers.
The definition of the timed until is the essential part of TCTL. Given a path 7 and a timed
automaton T'A, m = ¢, U’ ¢ if and only if:

1. 3i > 0.s; + d |= ¢ for some d such that:
od+de ]
2. V0 <j<is;j+d = ¢V ¢ for any d' such that:
icodi +d < iy di +d

where for s; = (I;, ;) and d > 0 we have s; + d = (I;, v; + d).

The validity of "until" is defined by two conditions. The first one here states that property 7
must hold for some time in the interval J. Note that without specifying explicit clocks, interval
J denotes a time interval counted from the start of the system. The first condition states that
summing up the delay from this start time should be such that ¢, holds for a time in J.

The second condition is more subtle. In particular, it requires that for all times before the
time d at which ¢, holds that either ¢; or ¢5 holds. This is mainly due to the fact that ¢, can
hold too early but still be true in the time interval J.

The satisfaction relation is defined inductively as follows:

s = pifandonly if: a € L(s),

N

s £ pifand only if: a ¢ L(s),

s = —¢ if and only if: s |~ p,

Sk ¢1 A ¢gyifandonlyif: s = ¢ and s = ¢o,

s E E¢if and only if: 37 € Pathsg,(s).m | Ed,

A

s = A¢if and only if: V7 € Pathsg,(s).m = E¢
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1.3.3.4 Probabilistic Computation Tree Logic (PCTL)

The usual specification language for probabilistic model checking is Probabilistic Computa-
tion Tree Logic (PCTL) [41]. PCTL is an extension of the non-probabilistic Computation Tree
Logic (CTL). PCTL provides a probabilistic operator whose role is to specify lower or upper
probability bounds for reachability properties, in the sense of requiring that the probability of
reaching a given set of states is above or below a given threshold value. The reachability proper-
ties can be constrained using the CTL path modality "until"U or its step-bounded variant U<*.
Using the probabilistic operator one might formally establish the guarantee that a system failure
will occur within the next 100 steps with probability 10~%or less, or that a leader will eventually
be elected almost surely, that is, with probability 1. Besides the probability operator, expected
cost operators can also be defined, which allow for reasoning, for example, about the average
cost to reach a certain set of target states, or the accumulated cost within the next & steps. The
cost operators can, for instance, be used to assert that the expected energy consumption within
the next 100 steps is less than a given threshold.

The syntax of PCTL has two levels: one for the state formulae and one for the path formulae.
The abstract syntax of state and path formulae is given respectively:

O ::= Tp|Py A Py| 2P |Py(¢) | Ece(0P)|E (< K)|E (= K)

¢ =X @‘CblU(I)Q‘q)lUNC(I)Q
Where:

- T stands for the constant truth value "true",
- The operators P._,(.) and E...(.) are called the probability and expectation operators,

- The subscripts ~ p and ~ ¢ specify strict or non-strict lower or upper bounds for proba-
bilities or costs,

- ~ is a comparison operator <, <, > or >,
- p € [0, 1] a rational threshold for probabilities,

- ¢ € N a non-negative integer that serves as a lower or upper bound for cumulated or
instantaneous cost.

The PCTL state formula P,(¢) asserts that, under all schedulers, the probability for the
event expressed by the path formula¢ meets the bound specified by ~ p.

Path formulas are built from one of the temporal modalities X (next) or U (until), where the
arguments of the modalities are state formulas. No boolean connectors or nesting of temporal
modalities are allowed in the syntax of path formulas. In addition to the standard until-operator,
the above syntax for path formulas includes a cost-bounded version of until. The intuitive
meaning of the path formula ®,U~“®, is that a ®,-state (i.e., some state where 5 holds) will
be reached from the current state along a finite path 7 that yields a witness of minimal length
for the path formula ®,U®, (i.e.,m ends in a P,-state and all other states satisfy the formula
®; A —®5) and where the total cost of m meets the constraint —c.

The expectation operator E._.(.) enables the specification of lower or upper bounds for the
expected cumulated or instantaneous cost. the state formula E_.(o®) holds if the expected
cumulated cost until a ®-state is reached meets the requirement given by ” ~ ¢” under all
schedulers. Similarly, the state formula E_.(< K) and E..(= K) assert the cost accumulated
in the first £ steps and the instantaneous cost at the k-th step, respectively, belong to the interval
specified by 7 ~ ¢”.
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1.4 Conclusion

A sensor network is a collection of a large number of wireless sensing nodes that are spa-
tially dispersed in a sensor field. Sensor nodes act as data generators and network relays, and
they can sense, process data, and communicate with other sensor nodes. The end users of the
data or administrators can then be able to make observations and respond to events in a partic-
ular environment. Wireless sensor nodes are very tiny and very cost effective. WSN is an up
and coming technology that is being deployed for a myriad of applications at a very fast rate.
However, if WSNs are to be widely adopted in fields where reliability and robustness are an
issue, validation and verification methods of WSN systems must be effective.

In this chapter, we have described the main concepts related to wireless sensor networks
such as: constraints, types, featured applications, and communication protocols. In addition, we
gave an overview of the different methods, formalisms and tools available for formal verification
and we focused on those that allow verifying protocols for WSNss.

In the next chapter, we will interest in MAC protocols in the context of wireless sensor
networks.
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2.1 Introduction

The development of a reliable and energy-efficient protocol stack is important for supporting
various WSN applications. Depending on the application, a network may consist of hundreds to
thousands of nodes. Each sensor node uses the protocol stack to communicate with one another
and to the sink. Hence, the protocol stack must be energy efficient in terms of communication
and be able to work efficiently across multiple sensor nodes.

The energy source of a node is generally considered non-rechargeable. Thus, the most
concern of the recent researches is placed in trade-offs between energy conserving and perfor-
mance. A wireless radio is the most energy consuming unit of a node. It can operate in three
or four different states: transmit, receive, idle and sleep [42]. However, all the active states
consume almost the same energy. This problem can be addressed at software level, e.g. the
network stack. A MAC layer is the most suitable level to address the energy inefficiency [43].
This layer is used to coordinate node access to the shared wireless medium. The MAC layer
provides fine-grained control of the transceiver, and allows switching the wireless radio on and
off. How frequent and when such switching have to be performed is the major goal of an energy
saving mechanism of the MAC layer.

In this chapter, we focus on the MAC layer and especially on the challenges and constraints
to design a MAC protocol. This chapter is organized as follows. Section [2.2] describes the
communication models used in WSNs. Major sources of energy waste, power saving modes
of operation, error detection techniques and the recovery techniques in wireless sensor network
are introduced respectively in section 2.3] Section [2.4] presents the important attributes and
metrics used to evaluate the performance of MAC protocols. Section provides a survey on
MAC Protocols for WSN including contention based, schedule based and hybrid protocols. A
comparison between the different protocols is given in section[2.6] In section [2.7] various design
protocols for cross-layer approach are highlighted. Section [2.§] describes the MAC protocols
proposed for EH-WSNs. Finally, this chapter is concluded in section [2.9]

2.2 Communication Patterns

Different types of communication models are used to extract the behaviour of the sensor
network traffic that has to be handled by a given MAC protocol. [44] defines three types of
communication patterns in wireless sensor networks : broadcast, local gossip and converge-
cast. A fourth type of communication pattern, multicast, is defined later in [45].

e Broadcast: is used by a base station to transmit some information to all sensor nodes of
the network. Broadcasted information may include queries of sensor query-processing
architectures, program updates for sensor nodes, control packets for the whole system.
The broadcast type communication pattern should not be confused with broadcast type
packet. For the former, all nodes of the network are intended receivers whereas for the
latter the intended receivers are the nodes within the communication range of the trans-
mitting node.

e Local gossip: in some scenarios, the sensors that detect an intruder communicate with
each other locally. The sensors that detect the intruder, then, need to send what they
perceive to the information center.

e Converge-cast: where a group of sensors communicate to a specific sensor. The destina-
tion node could be a cluster-head, data fusion center, base station.
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e Multicast: in protocols that include clustering, cluster-heads communicate with their
members and thus the intended receivers may not be all neighbours of the cluster-head,
but just a subset of the neighbours.

2.3 MAC Protocol Design Challenges

The design of the MAC protocol in a WSN is subject to various constraints such as energy,
topology, and network changes. We expose in the following sections the most popular strategies
used to achieve energy efficiency and error control. But we start first with explanation of energy
consumption sources.

2.3.1 Energy Consumption Sources

Minimizing energy to extend the network lifetime is a primary goal. The design of the MAC
protocol should prevent energy wastage. Major sources of energy waste in wireless sensor
network are basically of four types [46]:

e Collision: when a receiver node receives more than one packet at the same time, these
packets are called "collided packets" even when they coincide partially. All packets that
cause the collision have to be discarded and the re-transmissions of these packets are
required which increase the energy consumption. Although some packets could be recov-
ered by a capture effect, a number of requirements have to be achieved for its success.

e Overhearing: this occurs when a node picks up packets that are destined to other nodes.

e Control packet overhead: sending and receiving control Packets consume energy too
and less useful data packets can be transmitted.

e Idle listening: listening to an idle channel to receive possible traffic that is not sent. This
is especially true in many sensor network applications. If nothing is sensed, the sensor
node will be in idle state for most of the time.

2.3.2 Power Saving Modes of Operation

Regardless of which type of medium access scheme is used for sensor networks, it certainly
must support the operation of power saving modes for the sensor node. The most obvious means
of power conservation is to turn the transceiver off when it is not required. Though this power
saving method seemingly provides significant energy gains. In fact, if we blindly turn the radio
off during each idling slot, over a period of time, we might end up expending more energy than
if the radio had been left on. As a result, operation in a power saving mode is energy efficient
only if the time spent in that mode is greater than a certain threshold. There can be a number of
such useful modes of operation for the wireless sensor node, depending on the number of states
of the micro-processor, memory, A/D converter and the transceiver. Each of these modes can be
characterized by its power consumption and the latency overhead, which is the transition power
to and from that mode. A dynamic power management scheme for wireless sensor networks
is discussed in [47] where five power saving modes are proposed and inter-mode transition
policies are investigated. The threshold time is found to depend on the transition times and the
individual power consumption of the modes in question.
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2.3.3 Error Detection

2.3.3.1 Error Detection Techniques

When transmitting a bit stream over a transmission line or channel, a scheme is normally
incorporated into the transmission control circuit to enable the presence of bits or transmission
error in the receiving block to be detected. In general, this is done by the transmitter which
computes a set of additional bits based on the contents of blocks of bits to be transmitted.
These extra bits are transmitted along with the original bits in the block. The receiver uses the
complete sets of received bits to determine whether the block contains any error to the high
probability. The two factors that determine the type of error detection scheme used are the bit
error rate (BER) probability of the line and the type of error, that whether the errors occur as
random single-bit errors or as groups of continuous of bit errors (burst error). The three most
widely used schemes are parity, checksum and cyclic redundancy checks (CRC) [48]][49].

a) Parity checks: in an even parity scheme, the sender simply includes one additional bit
and chooses its value such that the total number of 1s is even. For odd parity schemes,
the parity bit value is chosen such that there is an odd number of 1s. Receiver operation
is also simple with a single parity bit. The receiver need only count the number of 1s in
the received bits. If an odd number of 1-valued bits are found with an even parity scheme,
the receiver knows that at least one bit error has occurred. More precisely, it knows that
some odd number of bit errors have occurred. However, measurements have shown that,
rather than occurring independently, errors are often clustered together in bursts .

b) Checksumming methods: in checksumming techniques, the d bits of data are treated as
a sequence of k-bit integers. One simple checksumming method is to simply sum these
k-bit integers and use the resulting sum as the error-detection bits. The 1s complement
of this sum then forms the checksum that is carried in the segment header. The receiver
checks the checksum by taking the 1s complement of the sum of the received data (in-
cluding the checksum) and checking whether the result is all 1 bits. If any of the bits are
0, an error is indicated. Checksumming methods require relatively little packet overhead.
For example, the checksums in TCP and UDP use only 16 bits. However, they provide
relatively weak protection against errors.

¢) Cyclic Redundancy Check (CRC): an error-detection technique which is often used in
the link layer is based on cyclic redundancy check codes. CRC codes operate as follows.
Consider the d-bit piece of data, D, that the sending node wants to send to the receiving
node. The sender and receiver must first agree on an r + 1 bit pattern, known as a gener-
ator, G. We will require that the most significant (leftmost) bit of G be a 1. The key idea
behind CRC codes is: for a given piece of data, D, the sender will choose r additional
bits, R, and append them to D such that the resulting d + r bit pattern (interpreted as a
binary number) is exactly divisible by G (i.e., has no remainder) using modulo-2 arith-
metic. The process of error checking with CRCs is thus simple: The receiver divides the
d + r received bits by G. If the remainder is non-zero, the receiver knows that an error
has occurred; otherwise the data is accepted as being correct.

2.3.3.2 Recovery Techniques

If there are error blocks, the receiver will initiate the recovery process to retrieve those
error blocks after receiving a certain number of frames. Recovery techniques in WSN include
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Automatic Repeat reQuest (ARQ) [50]], Forward Error Correction (FEC), Hybrid ARQ (HARQ)
[51], Simple Packet Combining (SPaC)[52]], and Multi-Radio Diversity (MRD) [53]]. We will
expose hereafter the most important techniques: ARQ, FEC and HARC.

a Automatic repeat request: ARQ uses acknowledgement and time-out to provide explicit
feedback to the sender. The feedback can be in the form of a positive acknowledgement
(ACK) or a negative acknowledgement (NACK). The sender receiving a NACK or timing
out will retransmit the data frame. A limitation to ARQ is that it is limited to frame
error detection. An entire frame has to be retransmitted if there is a single bit error.The
application of ARQ schemes is thus far unexplored in the regime of sensor networks.
The usefulness of ARQ in sensor network applications is limited by the additional re-
transmission cost and overhead.

b Forward error correction: the idea of FEC is to get the transmission right the first time.
For this purpose, FEC transmits together with original data some redundant data, called
parities, to allow reconstruction of lost packets at the receiver. The redundant data is
derived from the original data using techniques from coding theory: using the exclusive
OR (XOR) operation allows one parity packet to be computed for a given set of original
packets; using Reed-Solomon codes, multiple independent parities can be computed for
the same set of packets. Reed-Solomon codes allow to achieve optimal loss protection,
but lead to higher processing costs than schemes based on XOR operations. It is possible
to compute several parity packets with lower processing cost than Reed-Solomon codes,
but also with sub-optimal loss protection, by arranging original packets in a matrix and
computing XOR parities over rows, columns or diagonals, or by constructing new codes
based on XOR operations. FEC schemes do not need a return path. The recovery of lost
data by reconstruction at the receiver requires very little time, which makes FEC attractive
for applications with real-time requirements.

¢ Hybrid ARQ (HARQ): a major difficulty when using FEC is to choose the right amount
of redundancy in face of changing network conditions. Also, sending redundant data
consumes additional bandwidth. In order to overcome this problem, ARQ and FEC can
be used in combination:

e The first approach that combines ARQ and FEC, referred to as hybrid ARQ type
I, immediately sends a certain amount of redundant data using FEC. If the loss
rate obtained after reconstruction at the receiver is still too high, ARQ is used to
retransmit. Using this approach it is possible to assure with a high probability that a
large number of receivers obtain the data without retransmissions.

e Another possibility for combining ARQ and FEC, referred to as hybrid ARQ type
IL, is not to send any redundant data with the first transmission, but to send parity
data when a retransmission is required. This approach is very bandwidth-efficient
for reliable multicast to a large number of receivers. Error recovery by multicast
retransmission of the original data packets requires retransmission of all lost packets.
On the other hand, retransmission of a single parity packet allows all receivers to
recover their lost packet. For a growing number of receivers and uncorrelated loss,
the mean number of losses a single parity packet can repair is also growing.
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2.4 Performance Metrics for MAC Protocols

To design a good MAC protocol for the wireless sensor networks, various attributes must be
considered [46]. The first is energy efficiency. Sensor nodes are likely to be battery powered,
and it is often very difficult to change or recharge batteries for these nodes. Prolonging their
network lifetime is a critical issue. The second is robustness and scalability to the change in
network size, node density and topology. Some nodes may die over time; some new nodes may
join later; some nodes may move to different locations. The network topology changes over
time as well due to many reasons. A good MAC protocol should easily accommodate such
network changes. Other typical performance figures like fairness, throughput, or delay tend to
play a minor role in sensor networks. Fairness is not important since the nodes in a WSN do not
represent individuals competing for bandwidth, but they collaborate to achieve a common goal.

In order to evaluate and compare the performance of conscious MAC protocols, the follow-
ing matrices are being used by the research community [54].

e Energy consumption per bit: the energy efficiency of the sensor nodes can be defined
as the total energy consumed/total bits transmitted.

e Average delivery ratio: the average packet delivery ratio is the number of packets re-
ceived to the number of packets sent averaged over all the nodes.

e Average packet latency: the average packet latency is the average time taken by the
packets to reach to the sink node.

e Network throughput: the network throughput is defined as the total number of packets
delivered at the sink node per time unit.

2.5 Classification of MAC Protocols for WSN

Several MAC protocols have been successfully proposed to meet the stringent design re-
quirements of WSNs. These protocols depend on how protocol allows nodes to access the
channel. They can be classified broadly into three categories: contention-based, schedule-based
and hybrid protocols.

2.5.1 Contention-based Protocols

In contention schemes a common channel is shared by all nodes and it is allocated on de-
mand. At any moment, a contention mechanism (usually based on back-off schemes) is em-
ployed to decide which node has the right to access the channel. Because contention protocols
allocate resources on demand, they can scale more easily across changes in node density or
traffic load and can be more flexible as topologies change. There is no requirement to form
communication clusters, and peer-to-peer communication is directly supported. Moreover, con-
tention protocols do not require fine-grained time synchronization. The major disadvantage of
a contention protocol is its inefficient usage of energy [55]].

The representative contention-based protocols are:

a Additive Link On-ine HAwaii system(ALOHA): a node simply transmits a packet when
it is generated (pure ALOHA) or at the next available slot (slotted ALOHA). Should the
transmission be unsuccessful, every colliding user, independently of the others, schedules

29



Chapter 2 MAC Protocols for Wireless Sensor Networks

its retransmission to a random time in the future. This randomness is required to ensure
that the same set of packets does not continue to collide indefinitely.

b Carrier Sense Multiple Access(CSMA): the main idea is listening before transmitting.
The purpose of listening is to detect if the medium is busy, also known as carrier sense.
The channel is sensed and if found idle the packet is transmitted. When a collision takes
place, each node waits for a random time before accessing the channel again. In accor-
dance with common networking lore, CSMA methods have a lower delay and promising
throughput potential at lower traffic loads, which generally happens to be the case in
WSNs. CSMA is popular because it is simple, flexible and durable. It does not need
much infrastructure support. It does not require clock synchronization and global topol-
ogy knowledge. When a node joins or leaves the network dynamically it can be controlled
without an extra operation. After all, a node can receive a packet from two different nodes
which are not in the same coverage area. Packet collision occurs thusly. This problem
is known in literature as a hidden terminal problem. This problem leads to energy loss
in sensor applications. Fortunately, hidden terminal problems can be alleviated by using
a RTS/CTS operation. However, additional load comes to the network due to RTS/CTS
messages because data packets are small in the sensor networks.

Several approaches for MAC that utilize collision avoidance and reduce both contention
and idle listening have been proposed to improve energy efficiency. Most of theme are CSMA-
based. In the following sections, we review some of the representative approaches.

2.5.1.1 IEEE 802.11

In the IEEE 802.11 standard [56], the medium access mechanism, called the Distributed
Coordination Function, is basically a Carrier Sense Multiple Access with Collision Avoidance
mechanism (CSMA/CA). In such a manner that, before a packet transmission, the nodes have
to listen to the transmission channel to determine whether other nodes are transmitting. If
the medium is sensed as free for a specified amount of time, the node is allowed to begin its
transmission. However, if the medium is sensed as busy, the node defers its transmission for
a random period of time, called a back-off period. The receiving node checks the CRC of the
received packet and sends an acknowledge packet (ACK) after waiting for a specified amount
of time once the packet is received. If an ACK is not received, the packet is considered lost and
a retransmission is arranged. In order to reduce the probability of two stations colliding due to
not hearing each other, which is well known as the "hidden node problem", the standard defines
a Virtual Carrier Sense mechanism: a station wanting to transmit a packet first transmits a short
control packet called RTS (Request To Send), which includes the source, destination, and the
duration of the intended packet and ACK transaction. The destination station responds (if the
medium is free) with a response control packet called CTS (Clear to Send), which includes the
same duration information. The performances of CSMA/CA are strictly related to the network
topology and the nodes density. Inevitably, large latency times affect the efficiency of the sys-
tem, because before transmitting each station has to wait an unpredictable amount of time that
mainly depends on the demands of users and topology of the network.

2.5.1.2 B-MAC

The Berkeley Media Access Control (B-MAC) [57] is designed based on CSMA mecha-
nism and especially for low power WSNs. In order to reduce energy consumption, B-MAC
provides Clear Channel Assessment (CCA) and packet back off, link-layer acknowledgement,

30



Chapter 2 MAC Protocols for Wireless Sensor Networks

and Low Power Listening (LPL). For collision avoidance, B-MAC utilizes CCA to determine if
the channel is clear. CCA is an outlier algorithm that searches for outliers in the received sample
signals. An outlier exists if the channel energy is significantly below the noise floor. During the
channel sampling period, if an outlier is found, the channel is clear, else the channel is busy.
In case of a busy channel, packet back-off is used. Back-off time is either initially defined or
randomly chosen.

B-MAC supports link-layer acknowledgement for unicast packets. When the receiver re-
ceives a packet, an acknowledgement packet is sent to the sender. To reduce power consump-
tion, B-MAC employs an adaptive preamble sampling scheme called LPL. LPL performs peri-
odic channel sampling by cycling through awake and sleep periods. In the awake period, the
node’s radio is turned on to check for activities in the channel using CCA. If activities are de-
tected, it will remain awake to receive the incoming packet. Once it receives the packet, it will
go back to sleep. Idle listening occurs when the node is awake but there is no activity in the
channel. A time-out will force the node to go back to sleep.

2.5.1.3 S-MAC

The Sensor-MAC (S-MAC) (58] is a CSMA based protocol which reduces idle listening by
periodically putting nodes into sleep state. In the sleep state, the radio is completely turned off.
In S-MAC, the low-duty-cycle mode is the default operation of all nodes. They only become
more active when there is traffic in the network. To reduce control overhead and latency, S-MAC
introduces coordinated sleeping among neighbouring nodes. Neighbouring nodes within a vir-
tual clusters follow the same sleep/listen schedule and the neighbouring nodes in two different
virtual clusters follow the periods of both clusters.

Schedule exchanges are accomplished by periodical SYNC packet broadcasts to immediate
neighbours. The period for each node to send a SYNC packet is called the synchronization
period. Figure 2.1 represents a sample sender-receiver communication. Collision avoidance is
achieved by a carrier sense. Furthermore, RTS/CTS packet exchanges are used for unicast type
data packets.

]

Senderl | TX SYNC | TX RTS |Got CTS TX Data Got ACK
| 1 1
[ | |

Receiver |Got SYNC | Got RTS |[TX CTS Data Received TX ACK
[ | |
| 1 1
Sender2 “ Listen Period o Sleep Period >
!J On¢ Frame %:

Figure 2.1: S-MAC operation mechanism

2.5.14 T-MAC

T-MAC (Timeout MAC) [59] is proposed as an enhanced version of S-MAC. Since the
parameters of S-MAC (such as listen and sleep periods) are constant and cannot be changed after
deployment, it is not suitable for variable traffic load, which is common in WSNs. In addition, in
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networks without any traffic, S-MAC still has to wake up periodically and this causes significant
energy waste. Hence, the design of T-MAC is to offer a dynamic and configurable duty cycle
by modifying the listen-sleep period to improve the S-MAC’s poor performance on energy
consumption and variable traffic support.

T-MAC replace the fixed active time with adaptive active time. The adaptation is based on
a monitoring of the activation events (like data reception and transmission) of a node. If no
activation event has appeared after the specified time, the node goes to sleep. Therefore, all the
traffic must be buffered between activity periods and sent in bursts at the beginning of the next
active period. The advantage of T-MAC is that very low duty cycles can be obtained, but at the
expense of high latency and a collapse under high loads.

2.5.2 Schedule-based Protocols

In schedule based protocols, each node is given a guaranteed periodic access to the shared
medium by segmenting the channel into super-frames and a global synchronization between
nodes is assumed. A slot is reserved to each node and the node uses the same slot in subsequent
super-frames. Since slots are pre-allocated to individual nodes, they are collision-free. These
protocols are characterized by a duty cycle built-in with the inherent collision-free nature that
ensures low energy consumption. On the other side, the complexity of the design is high due
to problems of synchronization. In general, they are not flexible to changes in node density or
movement, and lack of peer-to-peer communication [46].

The representative schedule-based protocols are:

a Time Division Multiple Access (TDMA): in TDMA based protocols, packet collision,
unintentional receiving and unnecessary listening to the medium can be avoided by utiliz-
ing sending and listening periods, but a strict synchronization is needed. It allows nodes
to share the same frequency channel by dividing the signal into different time-slots. It
supports low duty cycle operation: a node only needs to turn on its radio during the slot
that it is assigned to transmit or receive. On the other hand, TDMA provides a solution to
the hidden terminal problem without a need for extra messages because it programs the
transmission time of neighbour nodes at different times. However, deterministic TDMA
scheduling requires a large overhead in order to maintain accurate synchronization be-
tween sensors and to exchange local information, such as the network topology and the
communication pattern. Furthermore, the latency increases linearly with the total number
of sensors sharing the channel since TDMA assigns a separate time-slot to each transmit-
ting sensor [60].

b Frequency Division Multiple Accesses (FDMA): it allocates users with different car-
rier frequencies of the radio spectrum. It is another scheme that offers a collision-free
medium, but it requires additional hardware to dynamically communicate with different
radio channels. This increases the cost of the sensor nodes, which is in contrast with the
philosophy of sensor network systems.

¢ Code Division Multiple Access (CDMA): it employs spread spectrum technology and
a special coding scheme (where each transmitter is assigned a code) to allow multiple
users to be multiplexed over the same physical channel. It also offers a collision-free
medium, but its high computational requirement is a major obstacle for the minimum
energy consumption objective in WSNs.

Several protocols have been proposed under this category. In the following sections, we
review some of TDMA-based MAC protocols.
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2.5.2.1 TRAMA

TRaffic Adaptive Medium Access (TRAMA) [61] is a TDMA based protocol. TRAMA as-
sumes a single, time-slotted channel for both data and signalling transmissions. Figure
shows the overall time-slot organization of the protocol. Time is organized as sections of
random-access (signalling slots) and scheduled-access periods (transmission slots).

I Scheduled Access \ Random Access

e > | € S|

|:| Transmission Slots
|:| SignalingSlots
- SwitchingSlots

Figure 2.2: Time slot organization.

TRAMA consists of three components: the Neighbour Protocol (NP), the Schedule Ex-
change Protocol (SEP) and the Adaptive Election Algorithm (AEA).

e Neighbour protocol: NP propagates one-hop neighbour information among neighbour-
ing nodes during the random access period using the signalling slots to obtain consistent
two-hop topology information across all nodes. During the random access period, nodes
perform contention-based channel acquisition and thus signalling packets are prone to
collisions.

e Schedule exchange protocol: nodes use SEP to exchange schedules with neighbours.
Essentially, schedules contain current information on traffic coming from a node, i.e., the
set of receivers for the traffic originating at the node. A node has to announce its schedule
using SEP before starting actual transmissions.

e Adaptive election algorithm: AEA selects transmitters and receivers to achieve collision-
free transmission using the information obtained from NP and SEP

Transmission slots are used for collision-free data exchange and also for schedule propagation.

2.5.2.2 D-MAC

The main idea behind DMAC [62] is that the data delivery paths from sources to sink are in
a tree structure, a data gathering tree. Flows in the data gathering tree are unidirectional from
sensor nodes to sink. There is only one destination, the sink. All nodes except the sink will
forward any packets they receive to the next hop. The activity schedule of nodes is staggered
on the multi hop path to wake up sequentially. DMAC is proposed to deliver data along the data
gathering tree, aiming at both energy efficiency and low latency.

Figure [2.3] shows a data gathering tree and the staggered wake-up scheme. An interval is
divided into receiving, sending and sleep periods. In receiving state, a node is expected to
receive a packet and send an ACK packet back to the sender. In the sending state, a node will
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try to send a packet to its next hop and receive an ACK packet. In sleep state, nodes will turn off
radio to save energy. The receiving and sending periods have the same length which is enough
for one packet transmission and reception.
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Figure 2.3: DMAC in a data gathering tree.

2.5.2.3 DEE-MAC

DEE-MAC (Dynamic Energy Efficient) [63] is a cluster and TDMA based protocol that
reduces energy consumption by using cluster head assigned slots to keep synchronization on
the data transmission/reception schedule and force other idle nodes to sleep mode. Each cluster
is dynamically formed based on the remaining power as all nodes contend to be the cluster
head. Process of joining and leaving the cluster head is performed freely. DEE-MAC operations
comprise of rounds. Each of the rounds includes a cluster formation phase and a transmission
phase. In the cluster formation phase, a node decides whether to become the cluster head based
on its remaining power. The node with the highest power level is elected as the cluster head.
Each new round introduces formation of another cluster with different group of nodes based on
the current node power level and the network structure changes. After the successful cluster
head election, the system enters the transmission phase. This phase comprises of a number of
sessions and each of the session consists a contention period and a data transmission period. For
the time of the contention period, each of the nodes keeps their radio on, and indicates interest
to send a packet to the cluster head.

After this period, the cluster head knows which of the node has data to transmit. The cluster
head builds a TDMA schedule that is broadcasted to all nodes. Each of the nodes is assigned
with one data slot in each session. Based on the broadcasted schedule each of the nodes, having
a data to receive or send, is awaken.

2.5.3 Hybrid Protocols

The basic idea of hybrid-based MAC protocols is to achieve better energy performance by
combining the advantages of contention-based and schedule-based elements. Hybrid protocol
divides the channel into two parts, channel control packets and data packets, in channel control
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packets data is sent in the random access and in data packets data are transmitted in the sched-
uled channel. The hybrid protocols can save higher energy and supply better scalability and
flexibility in comparison to these two methods.

2.5.3.1 IEEE 802.15.4

The international standard IEEE 802.15.4 [64]] specifies the MAC sub-layer and the Physical
Layer for LR-WPAN (hereafter denoted as PAN). The IEEE 802.15.4 protocol is very much as-
sociated with the ZigBee protocol [65]] which specifies the protocol layers above IEEE 802.15.4
to provide a full protocol stack for low-cost, low-power, low data rate wireless communications.
This protocol provides enough flexibility for fitting different requirements of WSN applications
by adequately tuning its parameters, even though it was not specifically designed for WSNs. In
fact, low-rate, low-power consumption and low-cost wireless networking are the key features
of the IEEE 802.15.4 protocol, which typically fit the requirements of WSNs.

The IEEE 802.15.4 standard defines three types of device:

e PAN coordinator: is the core controller of PAN, and is responsible for the operation and
management of the whole network.

e Coordinators: collaborate with each other as well as with the PAN coordinator to main-
tain the connection and functionality of a subset of nodes in the network.

e Nodes: can only communicate with (PAN) coordinators for data exchange without any
network organization functions (e.g., routing).

With the above three devices, the IEEE 802.15.4 based network can be formed into a star
topology, a cluster-tree topology as well as a mesh topology.

Two channel access methods are supported by IEEE 802.15.4 MAC layer, which are beacon
enabled mode and non-beacon enabled mode.

In beacon enabled mode, a special duty cycle is scheduled by means of a super-frame struc-
ture which is bounded by beacons. This super-frame structure, shown in Figure 2.4] is peri-
odically generated by the coordinator and broadcast to all nodes for synchronization purposes.
Each super-frame is composed of an active period and an inactive period. Communication be-
tween nodes and coordinators occurs during the active period. The active period can be further
divided into a contention access period (CAP) and a contention free period (CFP). During CAP,
nodes adopt a slotted CSMA/CA algorithm for channel access. During CFP, a certain number
of guaranteed time slots (GTS) can be assigned to specific nodes so that the communication
between nodes and coordinator cannot be interfered by any collisions in these GTS. During the
inactive period, nodes enter into a low power sleep state for energy saving and wake up at the
beginning of the next super-frame.
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Figure 2.4: Super-frame structure

For the non-beacon enabled mode, this is totally contention-based, since the nodes are al-
ways in the active state and use an unslotted CSMA/CA algorithm for channel competition and
data communication. Compared with the non-beacon enabled mode, the beacon enabled mode
is more energy-efficient due to the low power consumption in the sleep schedule but at the cost
of network latency and scalability. Thus, the trade-off should be carefully selected based on
specific application requirements.

2.5.3.2 WISE-MAC

In WISE-MAC [|66] all sensor nodes are defined to have two communication channels. Data
channel is accessed with TDMA method, whereas the control channel is accessed with CSMA
method. Wise MAC protocol uses non-persistent CSMA (np-CSMA) with preamble sampling
to decrease idle listening. In the preamble sampling technique, a preamble precedes each data
packet for alerting the receiving node. All nodes in a network sample the medium with a
common period, but their relative schedule offsets are independent.

If a node finds the medium busy after it wakes up and samples the medium, it continues to
listen until it receives a data packet or the medium becomes idle again.The size of the preamble
is initially set to be equal to the sampling period. However, the receiver may not be ready at
the end of the preamble, due to reasons like interference, which causes the possibility of over
emitting type energy waste. To reduce the power consumption incurred by the predetermined
fixed-length preamble, Wise MAC offers a method to dynamically determine the length of the
preamble. That method uses the knowledge of the sleep schedules of the transmitter node’s
direct neighbours. In that way, every node keeps a table of sleep schedules of its neighbours.
Based on neighbours’ sleep schedule table, Wise MAC schedules transmissions so that the
destination node’s sampling time corresponds to the middle of the sender’s preamble.

2533 Z-MAC

Z-MAC (Zebra-MAC) [67] is a hybrid MAC protocol that combines the strength of the
TDMA and CSMA while offsetting their weaknesses. The main feature of Z-MAC is its adapt-
ability to the level of contention in the network under low contention, it behaves like CSMA,
and under high contention, like TDMA. In Z-MAC, a time slot assignment is performed at the
time of deployment. After the slot assignment, each node reuses its assigned slot periodically in
every predetermined period, called frame. Each node is owner of one or more slots, a node may
transmit during any time slot. Before a node transmits during a slot (not necessarily at the be-
ginning of the slot), it always performs carrier-sensing and transmits a packet when the channel
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is clear. However, an owner of that slot always has higher priority over its non-owners in access-
ing the channel. The priority is implemented by adjusting the initial contention window size in
such a way that the owners are always given earlier chances to transmit than non-owners.The
goal is that, during the slots where owners have data to transmit, Z-MAC reduces the chance of
collision since owners are given earlier chances to transmit and their slots are scheduled a priori
to avoid collision, but when a slot is not in use by its owners, non-owners can steal the slot. This
priority scheme has an effect of implicitly switching between CSMA and TDMA depending on
the level of contention. An important feature of this priority scheme is that the probability of
owners accessing the channel can be adjusted independently from that of non-owners.

Z-MAC has a set-up phase in which it runs the following operations in sequence:neighbour
discovery,slot assignment,local frame exchange, and global time synchronization.

e Neighbour discovery and slot assignment: as a node starts up, it first runs a simple
neighbour discovery protocol where it periodically broadcasts a ping to its one-hop neigh-
bours to gather its one-hop neighbour list. Through this process, each node gathers the
information received from the pings from its one-hop neighbours, which essentially con-
stitutes its two-hop neighbour information. The two-hop neighbour list is used as input
to a time-slot assignment algorithm. This assignment guarantees that no transmission by
a node to any of its one-hop neighbours interferes with any transmission by its two-hop
neighbours.

e Local frame exchange: once a node picks a time slot, each node needs to decide on
the period in which it can use the time slot for transmission. This period is called the
time frame of the node. Each node maintains its own local time frame that fits its local
neighbourhood size, but avoids any conflict with its contending neighbour. Every node
forwards its frame size and slot number to its two-hop neighbourhood. At this point,
nodes are finally ready to run the transmission control. A node can be in one of two
modes:low contention level(LCL) or high contention level(HCL). A node is in HCL only
when it receives an explicit contention notification message from a two-hop neighbour,
otherwise, the node is in LCL. In LCL, any node can compete to transmit in any slot, but
in HCL, only the owners of the current slot and their one-hop neighbours are allowed to
compete for the channel access.

¢ Global time synchronization: Z-MAC requires clock synchronization under high con-
tention. However, note that synchronization is required only among neighbouring senders
and when they are under high contention. This offers an excellent opportunity to optimize
the overhead of clock synchronization because synchronization is required only locally
among neighbouring senders, and the frequency of synchronization can be adjusted ac-
cording to the transmission rates of senders so that senders with higher data rates transmit
more frequent synchronization messages. In this scheme, receivers passively synchronize
their clocks to the senders’clocks and do not have to send any synchronization messages.

2.6 Comparison of MAC Protocols

In summary, contention-based protocols are much widely studied in WSN and generally
based on or similar to CSMA. When one node has a packet to send, it will have to struggle
with the other competitors to get permitted of using the medium. The winner selection is some-
how randomized. The synchronous MAC protocols are generally duty-cycled and require time-
synchronized, such as S-MAC and T-MAC. The state-of-the-art synchronization method is to
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be done through hardware or message exchange, and then a piggybacked acknowledge can be
used to solve the clock shifting effect. The asynchronous versions use LPL or its preamble-
shortened approach to match up the transmission period between transmitter and receiver end,
such as B-MAC and WISE-MAC.

Among them, [68] compared the power dissipation between asynchronous and synchronous
contention-based protocol. In which, LPL method is interesting in very low traffic intensity (less
than one packet per day)or dynamically changing topologies. Otherwise, synchronous protocol
outperforms asynchronous one. The drawback of such a protocol is the packet collision causing
by increasing network density and hidden terminal.

In comparison to contention-based protocols, Schedule-based protocols are generally cen-
tralized and suitable for static topologies. Assigned nodes play the master role to allocate slotted
network resource to their slaves. The mechanism is generally based on TDMA or CDMA. The
clock of each node must be time-synchronized. Scheduled slots can be fixed or on demand.
These protocols use TDMA as the baseline MAC scheme, and then take CSMA, Aloha or
CDMA for improving these join/leave/synchronize messages. The drawbacks are firstly not
easy to adapt to the dynamics of network, and secondly the slower response of the centralized
control while adapting the schedule to the traffic variation.

To combine both strengths of schedule and contention based protocols, hybrid protocols are
very helpful in finding a trade-off between energy and other performance. The disadvantage is
that it could sometimes be too complex to be applied for a quick and large scale of deployment.

2.7 Cross-layer Approaches

While with the extending range of WSN application, performance of the WSN has to be
improved to satisfied increasing requirements from variety of customers. In this condition,
cross-layer design for WSN has been considered. Though the network communication can be
achieved conveniently by employing layered structure, the side effect such QoS concession,
latency, additional overload, caused by blocking between each layer cannot be ignore [69].

The cross-layer design is an emerging technique for both wireless and wired networks. The
theme behind this approach is optimizing the flow of data in such a way that any two or more
layers can be crossed for upgrading the complete performance of the network [/0]]. The ultimate
goal is to enhance the performance of WSNs in terms of energy usage, routing, delivery of mul-
timedia contents, and network management. Depending on the user requirements, two, three,
or four layers of the layered architecture can be crossed. For example, in order to accomplish in
network processing and better multi-path selection, the application layer and routing layer are
combined. Service level differentiation, priority scheduling, and efficient routing techniques
are achieved when the routing and MAC layers work together. Moreover, achieving QoS and
reliability of multimedia content when multiple routing paths scheme is used, the routing and
transport layer contribute in achieving these enhancements [71]. The cross-layer design ap-
proach is one of the preposition in this regard that enables the designers to develop protocols
which enable communications across layers in contrast to the layered architecture approach
[72].

Various design solutions are proposed to explore the benefits of a cross-layer approach.
Below, we will present these proposals.
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2.7.1 MAC-CROSS protocol

The design goal of MAC-CROSS [73] is to minimize energy consumption by continuously
turning off the radio interface of unnecessary nodes that are not included in the routing path.
So, it combines the functionalities of the network and the medium access protocols.

In this protocol, nodes are classified into three types depending upon the state defined by
data transmission: Communicating Parties, Upcoming communicating Parties and Third Par-
ties. A state may dynamically change whenever data traffic is transmitted.

e Communicating Parties (CP): any node currently participating in the actual data trans-
mission.

e Upcoming communicating Parties (UP): any node to be involved in the actual data
transmission.

e Third Parties (TP): any nodes that are not included on a routing pathand hence not
involved in the actual data transmission at all.

In MAC-CROSS, only a few nodes concerned of the actual data transmission(i.e., the nec-
essary UP nodes) are asked to wake up, while other TP nodes can continuously remain in their
sleep modes.

The format of RTS/CTS control frames are modified from their originals in S-MAC protocol
family. This modification is for informing a node the fact that its state is changed to UP or TP
in the corresponding listen/sleep period. Figure [2.5]a shows the original RTS and CTS control
packet formats, Figure 2.5|b and c¢ show the new RTS and CTS control packet formats for
MAC-CROSS.
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Figure 2.5: RTS and CTS frames in MAC-CROSS

The new RTS and CTS packet add only one field to the original packets. The newly added
field in RTS is Final_Destination_Addr, by which the receiver’s routing agent can search for
the next hop address. The new field of CTS is UP_Addr and it informs which node is UP to its
neighbours.

When a node receives an RTS packet including the final destination address of sink, its
routing agent refers to the rouging table for getting the UP and informs back to its own MAC.
The MAC agent then transmits CTS packet including the UP information. After receiving the
CTS packet , the node changes its state to UP and other neighbour nodes become aware of the
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fact that they are TP nodes. UP node has to wake up when NAV timer expires for receiving data,
but other nodes continuously sleep even if NAV timer expires for saving energy. Otherwise, if
no such information about UP is available in node’s routing agent, it means the routing path
is broken or has not yet been established. In this case, MAC-CROSS is performed just like
S-MAC without cross layer concept.

2.7.2 XLM Protocol

XLM protocol [[74] combines the functionalities of the transport, network and medium ac-
cess protocols into a single module. XLM is built upon the concept of letting a node decide
whether it wants to participate in communication or not.

A node initiates transmission by broadcasting an RTS packet to indicate its neighbours that
it has a packet to send. Upon receiving an RTS packet, each neighbour of node decides to par-
ticipate in the communication or not. This decision is given through initiative determination.
The initiative determination is a binary operation based on a set of four conditions. All four
conditions must be satisfied for a node to participate. The first condition ensures reliable links
be constructed for communication. For this purpose, it requires that the received signal to noise
ratio (SNR) of an RTS packet, is above some threshold for a node to participate in communi-
cation. The second condition prevents congestion by limiting the traffic a node can relay. The
third condition ensures that the node does not experience any buffer overflow and hence, also
prevents congestion. The last condition ensures that the remaining energy of a node stays above
a minimum value. This constraint guarantees even distribution of energy consumption.

Using the initiative concept, XLLM performs local congestion control, hop-by-hop reliability,
and distributed operation.

2.7.3 EYES MAC Protocol

EYES MAC protocol [75] exploits the benefits of cross-layer interaction between the net-
work and data-link layers. The approach addresses a self-organizing medium access con-
trol(MAC) protocol that uses an algorithm to decide the grade of participation of a sensor node
in creating a connected network based on local information only, and a tightly integrated, effi-
cient routing protocol.

In EYES MAC protocol three modes of operation in: active, passive and dormant. When a
node is in active mode, it will contribute to the network by taking part in forwarding messages to
a destination and accepting data from passive nodes. Passive nodes, on the other hand, conserve
energy by only keeping track of active nodes, which can forward their data and inform them of
network-wide messages. The nodes in dormant mode put themselves in a low-power state for
an agreed amount of time or, for example, when their power source runs out of energy and has
to be charged again using ambient energy like light.

The medium access protocol is based on TDMA. But unlike traditional TDMA-based sys-
tems, the time slots are not divided among the networking nodes by a central manager. A time
slot is divided into three sections: Communication Request (CR), Traffic Control (TC), and the
data section. In the CR section other nodes can make requests to the node controlling the cur-
rent time slot. Nodes that have a request to the time slot owner will pick a random start time
in the short CR section to make their request. Communication in this section is not guaranteed
to be collision-free. Nodes that do not have a request for the current slot owner will keep their
transceiver in a low-power state during the entire CR section.
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The owner of a time slot will always transmit a TC message in the time slot, regardless
of whether or not a request was filed. All nodes within one-hop distance of the controller of
the current timeslot will put effort into receiving this message, since this message is used for
synchronization purposes and control information. When a time slot is not controlled by any
node, all nodes remain in sleep state during that time slot. The time slot owner also indicates
in its TC message what communication will take place in the data section. By listening to TC
sections of neighbouring nodes, nodes have knowledge of local topology.

The EYES Source Routing (ESR) algorithm is an on-demand algorithm that enables dy-
namic,self starting, multi-hop routing to be established when a source sensor node wishes to
send a data packet. The ESR algorithm has three phases: route set-up, route maintenance, and
route re-establishment. The routing protocol is essentially applied on the connected active set
only, which implies that passive nodes should forward data to one of the nodes of this set first.
The protocol utilizes the topology information already provided by the MAC protocol to effi-
ciently manage topology changes due to mobility, node and communication failures, and power
duty cycling.

2.8 Energy Harvesting MAC Protocols

Energy harvesting technologies [76l] can prolong WSN lifetime by converting solar, wind,
vibrational, thermal energy into electrical energy. Their disruptive potential has led to the for-
mulation of the so called Energy Harvesting-Wireless Sensor Networks (EH-WSNs). The ef-
fectiveness of EH-WSNs mainly depends on the interplay between EH technologies and the
protocol stack [[77].

With EH-WSNs, MAC design becomes even more challenging because the pattern of en-
ergy harvested from the environment is not easily predictable in advance. Although, it can be
predicted up to short or medium time intervals that can be of the order of microseconds to hours
depending on various factors including but not limited to application, topology, energy harvest-
ing technique and, the environment but, even then, MAC protocol has to seek the best trade-off
between Quality of Service (QoS) and energy efficiency at run time based on the actual status
of motes.

In this section, the MAC protocols proposed for EH-WSNs are described briefly along with
their fundamental design properties.

2.8.1 Probabilistic Polling for Single-hop WSNs

In [[78] a design and analysis of a probabilistic polling algorithm have been proposed. The
algorithm exploits the unpredictability of the energy harvesting process to achieve high through-
put and fairness as well as low inter-arrival times in EH-WSNs.

Two variants of the CSMA protocol, slotted and unslotted, have been modified for use in
EH-WSNs. In the slotted form of the CSMA protocol, there are three states in which a node
could be in, the charging, carrier sensing and transmit states. A sensor would only transmit
its data packet when the ongoing transmission in the current slot has ended. If there is no
transmission in the current slot by any sensor, the sink would transmit a synchronization packet
in that slot. A cycle starts when the sensor goes into the charging state and ends when it leaves
the transmit state. When the stored energy of the sensor reaches a predetermined amount of
energy denoted, it wakes up and goes into the carrier sensing state to wait for the start of the
next time slot. At the beginning of the next time slot, it will go into the transmit state and start
sending its sensed data to the sink.
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For the unslotted CSMA protocol, there are five states in which a sensor could be in, the
charging, carrier sensing, receive, idle and transmit states. Initially, the sensor is uncharged so
it would be in the charging state. When the energy stored reaches a predetermined amount, it
goes into the carrier sensing state to determine whether the channel is free. If the channel is free,
it transmits the data packet. Then, it moves into the receive state to wait for an acknowledgement
packet. After receiving the ACK packet, it returns to the charging state.

In polling scheme, The sink will transmit a polling packet containing the ID of the sensor
to be polled, and the polled sensor will respond with a packet transmission. The polling ID is
randomly chosen from the set of all nodes. The authors modified the polling scheme to get a
probabilistic one.

In probabilistic polling, nodes first harvest sufficient energy in only a charging state and then
stay in a receive state to receive a polling packet. If the level of energy in a node is not adequate
to transmit a packet, then the node goes back to a charging state. The distinctive feature of
probabilistic polling is that a sink transmits a contention probability, p., in a polling packet
instead of broadcasting the ID of a sensor. This is to set a probability in each node to decide
whether to transmit. When a polling packet is received, the contention probability is compared
with a number that is uniformly generated in the range from zero to one. If p, is greater than
the generated number, then the sensor node sends its packet. Upon the reception of the polling
packet, it is ideally expected that only one node will be able to transmit a data packet. The p. is
dynamically updated based upon the nodes’ responses. If the sink hears nothing after sending
the polling packet, then it increases the value of p.. If a packet transmission is either successful
or fails due to a weak signal, then p. remains at its current value. The value of p, is reduced
when a collision occurs at the sink. Additionally, the value of p. decreases if new nodes are
added to the network, and increases when nodes fail or are removed from the network.

2.8.2 EH-MAC Probabilistic Polling for Multi-hop WSNs

An enhanced version [79] of the probabilistic polling technique discussed above was also
proposed for multi-hop communication scenarios common in EH-WSNs. Another solution
formulated for the same problem has been presented in this protocol emphasizing on the idea of
the number of neighbours currently active for contention probability adjustment. All the nodes
taking part in the contention wait for a random time between 0 and ?,,,ax and try sending the
polling packets only if they sense an idle channel. The polling probability P, is included in the
packets that plays its role in deciding which nodes are eligible for transmission in that specific
cycle. Contention probability in this protocol can also be seen as inversely proportional to the
number of active neighbours. Moreover, the receiver decreases contention probability where
a collision occurs assuming that there are more estimated number of active neighbours than
the system is expecting. Similarly, the value of contention probability tends to increase where
nodes encounter an empty slot and no one takes part in contention for transmission.

2.8.3 Multi-Tier Probabilistic Polling (M TPP)

MTPP [80] is another protocol with the extension towards achieving multi-hop data deliv-
ery that employs a tiered hierarchy model with a cluster of sensor nodes formed based on the
distance from the sink. In the single-hop probabilistic polling approach, the sink periodically
broadcasts a polling message containing a probability value to all sensor nodes within its trans-
mission range. Since not all sensor nodes are deployed within a communication range of the
sink, the sensor nodes outside the communication range have to relay the packet transmission
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via other sensor nodes. These intermediate nodes could either respond to the sink or poll further
higher numbered tier sensor nodes outside the communication range of the sink. The multi-tier
scheme is such that each sensor node belongs to the tier that corresponds to its distance from
the sink represented by the number of intermediate hops.

Prior to joining the network, sensor nodes are initialized with a tier number denoting the
highest tier number. If it receives any broadcast polling message which has a lower tier number
than its own, it assigns its tier to the received tier number plus one. Sensor nodes check if the
received broadcast polling message contains a tier number lower than its parent hierarchy (i.e.
tier number that is one lower than its current tier) and it immediately updates its tier number if it
notices a much lower tier number in the polling message. Conversely, if a node stops receiving
broadcast messages from lower numbered tiers but it is able to receive broadcast messages from
sensor nodes in the same or higher numbered tiers, then it updates its tier to the received tier
number plus one.

A node in a tier should initiate its own polling cycle based on the probability in the polling
message it receives that grants it the permission to transmit or not. This means that while the
sink polls tier-one sensor nodes, the polled tier-one sensor node either polls tier-two sensor
nodes with the same probability or simply transmits its data back to the sink. Each sensor node
then stores the data it receives from the higher numbered tier sensor nodes that it has polled,
until it gets polled by lower numbered tier sensor nodes. Once a node gets polled, it transmits
a data message (Figure containing its own data and other data it received from higher tier
nodes that it previously polled. The data will be relayed from tier to tier until they eventually
reach the sink.

Tier 3 nodes

Tier 2 nodes

Figure 2.6: MTTP concept with three-tier scale

2.9 Conclusion

The design of MAC protocols for WSNs has been approached assuming battery-powered
devices and adopting network lifetime as the primary performance criterion. Therefore, the
development of an energy-efficient MAC protocol is one of the major issues in WSNs. Thus,
this chapter investigates the state of the art of MAC layer protocols for wireless sensor networks,
which includes the design challenges. In particular, a classification of MAC protocols with
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energy-efficient characteristics is emphasized. In addition, different MAC protocols for cross-
layer and energy harvesting are described.

The next chapter presents a probabilistic evaluation of the standard IEEE 802.11 using
stochastic timed automata and statistical model checking.
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3.1 Introduction

MAC protocols have gained a lot of importance because of their influence on the lifetime of
sensor nodes of WSNs. Major source of energy waste in WSNss is basically collisions. When a
transmitted packet is corrupted due to interference, it has to be discarded and the follow on re-
transmissions increases energy consumption. Although collisions cannot always be prevented,
randomised exponential bake-off rules are used in the retransmission scheme of carrier sense
multiple access with collision avoidance (CSMA/CA) to minimise the likelihood of repeated
collisions. The complexity of this method and its criticality motivate the formal specification
and verification of its basic algorithms. Most existing works do not deal with all possible aspects
such as topology, number of nodes, node behaviour, and number of possible retransmissions.
In this contribution [81], we propose a stochastic generic model for the 802.11 MAC protocol
for an arbitrary network topology which is independent of the number of sensors. In addition to
the qualitative evaluation that proves the correctness of the model, we will make a quantitative
evaluation using the statistical model checking to measure the probabilistic performance of the
protocol.

This chapter describes the primary MAC scheme of the standard IEEE 802.11 and presents
the stochastic timed automata which represent the specification of the protocol. In addition,
an evaluation of probabilistic performance properties will be exhibit. The chapter ends with a
comparison with other works.

3.2 Informal Description

The current section aims to present informally the protocol IEEE 802.11 which will be our
case study. The primary MAC scheme of the standard IEEE 802.11 is called Distributed Co-
ordination Function (DCF) [82]. It describes a decentralized mechanism which allows network
stations to coordinate for the use of a medium in an attempt to avoid collisions. Three time
periods are considered: the DCF Inter Frame Space (DIFS), the Short Inter Frame Space (SIFS)
and the EIFS, where SIFS < DIFS < EIFS. A station can start a transmission of data packets
only after sensing the medium free for a DIFS. On reception of a data packet, the destination
station, after sensing the channel free for SIFS, sends an acknowledgement packet (ACK) back
to the sender. A collision is recognised by the sending station if either: on termination of the
transmission, the channel is sensed occupied by another station, or if an ACK packet is not
received within a given time. In order to avoid collisions, the MAC protocol obliges the stations
to enter in backoff stage before sending if either ([1]): (i) the channel is not sensed idle for a
DIFS, (ii) the channel is sensed busy after the station finishes a data transmission, (iii) a positive
acknowledgement of successful transmission is not received from the destination station before
a time-out, (7iii) the station receives an acknowledgement and wishes to send another packet.

As soon as a back-off condition becomes true, the deferring station selects a BackoffTime
composed of a random number BackoffValue of slot times, where each slot has size SlotTime.
This value indicates the number of time periods which must be passed before the station can
start transmitting. If the channel is detected idle for a some SlotTime, the BackoffValue is
decremented by 1. This decrementing procedure is temporarily suspended if a transmission
is detected (the reduction of BackoffValue is frozen) and is resumed only after the channel
is sensed free for DIFS time units. When the BackoffValue reaches 0, the station can start
its transmission. The value of BackoffValue is a pseudo-random integer drawn from a uni-
form distribution over the interval [0, CW], where CW is the Contention Window which
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has initial value CWmin and takes values of ascending powers of 2 minus 1. Thus CW =
(CWmin + 1) x 2% — 1 where bc (BackoffCounter) increases with the number of consecutive
unsuccessful transmissions. Note that the likelihood of a longer back-off delay for repeatedly
detected collisions (where bc is large) is increased. The value of C'W has an upper bound of
CWmaz. Once this value has been reached, C'W will remain at this value until it is reset.

The flowchart of Basic Access (BA) scheme of CSMA/CA algorithm is shown in Figure
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Figure 3.1: Basic Access scheme of CSMA/CA algorithm.
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3.3 Formal Tools

This section presents the formal tool used for modelling and verification of the model.

3.3.1 Statistical Model Checking

Statistical Model Checking (SMC) [83] is an innovative approach proposed as an alternative
to avoid the exhaustive exploration of the state-space of the model. SMC is a simulation-based
solution, which is less time and memory intensive than classical model checking. The idea
behind SMC is to generate enough sample execution paths for the system and then to use the
statistical hypothesis testing to decide whether the system satisfies the given property or not.
Using SMC, one can verify qualitative properties (as in classical model checking) and make
quantitative evaluation too. UPPAAL-SMC [84] is an extension of Uppaal, proposed to rep-
resent systems via networks of priced timed automata in which probabilistic choices replace
non-determinism. Locations are labelled with sojourn time distributions that are uniform if
invariants are provided, otherwise they are exponential with user-defined rates. Likewise, tran-
sition edges are associated with weights for the probabilistic choice among multiple enabled
transitions. We can now define the stochastic timed automaton used in UPPAAL-SMC as a tu-
ple, A= (L,L° %, X, I, E,u,w) consisting of a timed automaton (L, L°, 3, X, I, F) equipped
with delay probability density function p and a probability function w that assigns a probability
to out-put actions [85]].

3.3.2 Query Language

UPPAAL-SMC supports five different analysis methods. Below we use [V to denote natural
number, M to denote number of simulations, P to denote a probability, and exp to denote an
expression:

Statistical evaluation [86]: SMC estimates the probability of the state property being
satisfied, using the following query:

Pr[<= N|(” <> |[]"exp) 3.1

- Hypothesis testing [87]: SMC checks if the property is satisfied within a certain proba-
bility, using the following query:

Pr[<= N|(” <> |[[exp)” <=|>="P (3.2)

- Statistical comparison: SMC compares the satisfaction possibilities over two properties,
using the following query:

Pri<= N1](" <> |[J7expl)” <= | >="Pr[<= N2|(” <> |[]”exp2) (3.3)

- Expected value: SMC computes the maximal or the minimal value of a certain variable
while checking the system, using the following query:

E[<= N; M](”min|mazx” : exp) (3.4)
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- Simulations: SMC simulates a system multiple times and computes trajectories of speci-
fied expressions over time, using the following query:

simulate M[<= Nl]{expl,exp2} (3.5)

3.4 Stochastic Models of the Protocol

In this contribution, we developed stochastic generic model for the 802.11 basic access
MAC protocol. The model consists of two synchronized stochastic timed automata: Wireless
station (WS) model, and Medium Model.

The model of a station represents the sending and receiving behaviour of a station as shown
in Figure The stochastic timed automaton begins in /dle_listening, if the medium is free
and the station has a frame to send, then the station starts sensing the medium. If the medium
remains free for DIFS, the station enters the vulnerable state, where it switches its transceiver to
transmit mode and begins transmitting the frame with broadcast synchronization channel (sent).
Otherwise the station enters back-off phase. The transmission may be terminated successfully
or with a collision. If so, the station will immediately be in the test_channel state. If the
medium is free, it must wait for the acknowledgement time-out ack_dur (to let the transmission
in progress finishes) then it enters the back-off. On a successful transmission, the station waits
for ack_dur. If it does not receive an ACK during this time, it activates the back-off algorithm,
otherwise the frame has been sent correctly and the station moves to the wait_pdu state. The
station stays in this state for EIFS before trying to transmit another packet.
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Figure 3.2: Stochastic timed automaton of the station.

In the back-off phase, the station waits for the medium to be free for DIFS and then generates
a random back-off value. After SLOT TIMFE, if the medium remains free, the station decre-
ments the back-off value by 1, otherwise it is frozen until the medium becomes free. When the
back-off value reaches 0, The number of retransmissions(retry_co) will be incremented by 1 as
well as the value of bc and the cw will be increased. Then the station can restart the transmission
of the frame if retry_co does not reach the maximum number of attempts(RETRY _M AX),
if not it moves to the wait_pdu state.

In the wait_pdu state, the station changes the behaviour and becomes a receiving station.
It remains in this state for an EIFS in order to receive messages or to release messages which
can be blocked waiting for this station. If the station received a message from one of these
neighbours (the guard connect[rc|[id] where id is a unique number that represents the station
and rc is a unique number that represents the sender), it waits for a SIFS before sending an
acknowledgement.
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The stochastic timed automaton of Figure [3.3] which represents the medium starts with the
initial state ¢dle. This state means that the medium is free. On receiving a packet from a sta-
tion n, the medium immediately broadcasts it to the other stations. The transmission time is
non-deterministic, it is within TRANS TIME MIN and TRANS_TIME M AX which
are the minimum and maximum allowable packet transmission times respectively. The trans-
mission can be terminated correctly or with a collision. If the medium has received an acknowl-
edgement, it sends it immediately to its recipient. The same, this transmission can be terminated
with a collision.

colll - free=true

idle
ackn - i
start_ack[n]? l/aent[n];
®) O

free:=false,nu:=ny:=0

free:=true colll

coll_ack callision
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Figure 3.3: Stochastic timed automaton of the medium.

3.5 Protocol Analysis

In Uppaal, the delay in a state is either:
- 0 if the state is urgent or committed;
- A chosen value with a uniform distribution in the presence of the invariant;

- A chosen value with an exponential distribution (we use a rate of 1) in the absence of the
invariant.

The WSN to be verified contains NB_WS sensors. It is a priced timed automata network
consisting of NB_WS priced timed automata that synchronize with the medium. The topology
of the WSN is with full connectivity, all sensors are neighbours with each other.

To evaluate the probabilistic performance properties, we use the statistical model checking
incorporated within Uppaal. The correctness verification of the design of the protocol can
be performed with qualitative properties, and the performance evaluation can be done with
quantitative properties.

In this analysis we use the parameters of the Frequency Hopping Spread Spectrum (FHSS)
physical layer as shown in Table [3.1]

We then applied time-scale abstraction to the model by scaling the timing values by the
SLOT _TIME to minimize run time.

We use also an adjacency matrix connect|N B_W S, NB_W S| (NB_W S represents the
number of the stations) that represents the network topology which is a Boolean matrix, 1 if the
stations are neighbours and O if not. We suppose also that maximum number of retransmission
(RETRY_MAX)isS5.
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Table 3.1: Parameter values

Variable Value
SLOT_TIME 50us
SIFS 28 s
DIFS 128us
EIFS 361us
VULN 48 s
TRANS_TIME_MIN 224us
TRANS_TIME_MAX 15717 us
ack_dur 300us
ACK 205us
CW_MIN 15
CW_MAX 1023

3.5.1 Verification of Qualitative Properties

We can check functional properties of the protocol, such as whether there are deadlocks,
whether all nodes can send messages, and whether nodes succeed in receiving acknowledge-
ments.

e Message sending. Check whether it is possible for all nodes in the network to send mes-
sages at all and therefore they will pass to waiting acknowledgement. This property can
be specified by a CTL formula:

E <> forall(i : idSt)sensor(i).wait (3.6)

e Message receiving. Check whether any message that has been sent should eventually be
received. This property is checked by:

A <> forall(i : idSt)sensor(i).wait_Ack (3.7)

e Deadlock Free. Check whether the model is deadlock-free using the formula:
AlJnotdeadlock (3.8)

The first property is always verified whatever the number of stations, the second is not
verified because a station can enter into collision paths and never complete its transmis-
sion and the third is not decidable when the number of stations increases.

3.5.2 Verification of Quantitative Properties

We can estimate the probability that a certain property will be satisfied by the system prior
to the violation of some constraint. In other words, we are not interested here in whether a
station reaches a state or not, but to know with what rate this station will reach this state.
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e Probability of sending. Computes the probability that a station reaches a state where it
has finished its transmission and waits for an ACK before 1000 units of time during the
run of the protocol. This probability can be estimated with the PCTL formula:

Pr[<=1000](<> sensor(0).wait) 3.9

e Probability of receiving. Computes the probability that a station reaches a state where it
starts receiving an ACK before 5000 units of time during the run of the protocol.

Pr[<=5000](<> sensor(0).wait_ack) (3.10)

e Probability of termination. Which allows to know the probability that all stations finish
the transmission correctly.

Pr[<=5000](<> forall(i : idSt)sensor(i).wait_pdu) (3.11)
The verification results of these probabilities are shown in Table 3.2}

Table 3.2: Probabilities intervals of sending, receiving, and termination

Number of nodes Probability 1 Probability 2 Probability 3
2 [0.90,1] [0.90,1] [0.81,0.91]

3 [0.90,0.99] [0.62,0.72] [0.60,0.70]

4 [0.82,0.91] [0.46,0.56] [0.52,0.62]

5 [0.77,0.87] [0.40,0.50] [0.37,0.47]
10 [0.41,0.51] [0.14,0.24] [0.02,0.12]
20 [0.21,0.31] [0.03,0.13] [0,0.09]

For this verification we assumed the worst case where all the stations have messages to send
(mts = true), initially all stations collide. We use also the same deadline for all cases. From
the table, we see that the probabilities are degrading with the increase in the number of nodes.
This result is reasonable because the number of collisions increases with the number of nodes.
To always have (whatever the number of nodes) a high probability it is necessary to find the
appropriate period for each case. From several experiments, we found the time required in each
case as shown in Table

Table 3.3: Deadline on number of nods

Number of nodes Deadline
2 1000
3 1500
4 1500
5 2500
10 7000
20 7000
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It is also possible to evaluate the expected properties as follows:

e The average of the maximum number of messages to sent. After 36 runs, this average is
estimated to be in the confidence interval 23.61 £ 1.40 within the first 5000 time-units:
E[<= 5000; 36](maz : nbt_mtos). The frequency histogram in Figure [3.4] shows this
result.
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Figure 3.4: Frequency histogram of maximum number of messages to sent.

e The average of the maximum number of messages effectively sent. After 36 runs, this
average is estimated to be in the confidence interval 20.5 £ 1.39 within the first 5000
time-units: E[<= 5000; 36](max : nbt_mes). Figure[3.5]shows the result.
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Figure 3.5: Frequency histogram of maximum number of messages effectively sent.

e The average of the maximum number of collisions. After 36 runs, this average is es-
timated to be in the confidence interval 2.5 4+ 0.29 within the first 5000 time-units:
E[<= 5000; 36](max : nbt_coll). the result of this verification is shown with the fre-
quency histogram in Figure [3.6]
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Figure 3.6: Frequency histogram of maximum number of collisions.

The results show that the number of collisions is small compared to the number of messages

actually sent, which proves the validity of the model.

3.6 Comparison

To better show the strengths of our contribution, we propose to make a comparison with
previous works (see Table [3.4)).

Table 3.4: Comparison with previous works

Works
Attributes [L1]] [2, 3] [188]] [15]] Our Model
Number of stations 2 2 3 - unlimited
Behavior of the station | send send send send/receive send/receive
Collision of
acknowledgment No No No Yes Yes
Extended InterFrame
Space No No No Yes Yes
Number of
retransmissions infinite | infinite | infinite infinite 5
Topology of the network| No No No No Yes

In [[1], the authors presented a formal study of a two-way handshake sub-protocol of the
IEEE 802.11 standard. They studied a case of two sending stations and two destination stations.
They made three hypothesis: (i) there is not an EIFS (Extended Inter-frame Space) parameter,
(ii) there is no timing synchronization function, (iii) and finally, the retry limits is supposed to
be infinite. The work specified the protocol using probabilistic timed automata and expresses
probabilistic reachability properties with PCTL logic. The probabilistic choice, in this work, is
presented in the randomized backoff procedure. In [2} 3], the network consists of two stations.
Models for slotted and non-slotted CSMA-CA in IEEE 802.15.4 protocol are developed using
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probabilistic timed automata. A range of performance measures to different scenarios are ap-
plied. The authors evaluated probabilistic reachability properties and some expected reachabil-
ity properties. The authors of [88] developed generalized probabilistic timed automata models
of the 802.11 basic access MAC protocol, that are independent of the number of stations. They
applied a number of optimizations and a set of reductions that reduce the generalized multi-
station model. They succeed to model-check a topology of three stations. The authors of [5]
proposed a new variant of the CSMA/CA with DCF mode. In this variant, each station has to
disconnect whenever its signal-to-noise ratio is lower than a specific threshold. Such discon-
nections are intended to reduce the number of collisions and to improve the transmission rate.
In this work, the authors proved the absence of a deadlock and the successful termination of a
transmission.

3.7 Conclusion

CSMA/CA technique is one of the most used in MAC layer for WSNs. This technique
introduces random back-off based procedure to avoid the increase of collisions when the number
of nodes increases. Many works have proposed extensions, adaptation and studies of CSMA/CA
in WSNs. The use of formal methods in this field is an attractive and promising issue. Formal
methods allow high level specification, verification and evaluation of protocols and techniques.

In this chapter, we have proposed a stochastic generic model for the 802.11 basic access
MAC protocol which is independent of the number of stations. The model represents the two
behaviours, sending and receiving, of the station. Indeed, we have developed a model where
we have incorporated all possible parameters that can influence protocol performance such as
the network topology, the number of possible retransmissions, the behaviour of the node as
well as the number of nodes in the network. In addition, the use of priced timed automata for
modelling ensures the proper simulation of the network. The delays in states are not the same.
They depend on the invariant and the nature of the state(urgent or committed or not). To verify
and evaluate the performance of the protocol, we have used statistical model checking in the
Uppaal tool. Properties that guaranty the correctness of the protocol(e.g., reachability, liveness,
deadlock Free) were verified. Also, some important metrics were evaluated(e.g., probability of
success, throughput, number of collisions). The results prove the correctness, the efficiency and
the scalability of the model.

The following chapter will be directed towards another source of energy for wireless sensor
networks, that of ambient energy. Therefore, the next chapter will be devoted to a formal study
of one of the protocols designed for WSNs powered by ambient energy.
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4.1 Introduction

Designing a good MAC protocol always remains a challenge. A good one in the sense
that it grants access to the medium (avoids collisions) on the one hand and minimizes energy
consumption (minimizes idle listening of sensors) on the other. Nevertheless, and with the
appearance of Energy Harvesting-Wireless Sensor Networks (EH-WSNs), energy is no longer
a problem (under normal conditions) but the challenge now is that each sensor remains in its
energetically sustainable state (the consumed energy is always lesser than the harvested energy)
as much as possible.

In this chapter, we focus on a protocol designed for EH-WSNs networks, "On Demand
MAC (ODMAC)". First, we will present the algorithms showing the steps to follow when
packets are sent or received. Then, we will elaborate formal models, as stochastic timed au-
tomata, that represent the network entities involved in ODMAC: the sender, the receiver and the
channel using Uppaal tool. In addition, we will develop three other models, one to represent
the cycle adjustment behaviour of a node, the second to monitor the battery status of a node and
the third to represent the energy harvesting rate of a node. Finally, the protocol verification is
carried out using the query language PCTL and TCTL provided in UPPAAL-SMC. This veri-
fication concerns various parameters such as delay, sensing rate, energy harvesting rate, energy
consumption and the ratio HCR (harvested energy over consumed energy).

4.2 Related Work

The requirement of low power consumption is a persistent constraint for sensor nodes that
rely on portable batteries with limited capacity as a power source. Energy-efficient commu-
nication protocols can extend network lifetime to the detriment of the quality of the services
provided. Therefore, finding an alternative power source to operate WSNs becomes impera-
tive. Energy harvesting is a promising technology that allows nodes to renew their energy from
an ambient energy source (solar power, mechanical vibrations, wind, etc.) [89]]. Indeed, sen-
sor nodes are able to convert harvested energy from the surrounding environment sources into
electricity to power themselves. Evolution of energy recovery technologies has led to the de-
velopment of EH-WSNs. Each sensor node of the EH-WSNs is further equipped with energy
harvesters and a storage capacitor to accumulate the recovered energy [90]. However, the en-
ergy harvesting rates are significantly lower than the energy consumption for node operation,
so that, the capacitor(or supercapacitor) stores energy until it attains a certain level sufficient
to operate the node. Fortunately, with storage devices having an almost unlimited number of
recharge cycles, EH-WSNs can work for a long time without having to manually refill their
power [[78]].

Medium access control protocols still play an interesting role in the design of WSNs. In
EH-WSNs, the major challenge is that the charging time of sensor nodes to a sufficient level
varies due to various factors including, but not limited to, environmental factors and the type
of energy harvesting devices used. Many energy-aware MAC protocols have been proposed for
WSNs, aiming to minimise power consumption and to extend network lifetime through mini-
mizing packet collisions, idle listening, overhearing and especially turning off the radio as much
as possible. However, they are not upgraded for the energy characteristics of EH-WSNs where
the objective is to maximize network performance through efficient use of the harvested energy
[91].
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A node is in Energy Neutral Operation (ENO), if the required performance level is guaran-
teed while ensuring that the node never fails due to power exhaustion [90]. Thus, a node should
always control its energy consumption so that it does not exceed the harvested amount (i.e. it
should consume less than what is harvested). A node enters the ENO-MAX state when it is
able to reach ENO state with maximum performance. Therefore, MAC protocols designed for
EH-WSN networks must support the node achieving the ENO-MAX state.

In this context, few works have studied MAC protocols on EH-WSNs. Among the surveys
that have been done, we can cite the work of [92]. In this last survey, the authors presented a
review of MAC protocols designed for EH-WSNs, then a comparison was done between these
protocols based on different performance metrics such as throughput, fairness, scalability and
latency. More detailed study on energy harvesting challenges was presented in [77] where
the authors gave the technical aspects of energy harvesting technologies, then they provided a
classification taxonomy of special MAC protocols for EH-WSNs protocols. Furthermore, the
pros and cons of each protocol are thoroughly analysed.

In [78], the authors evaluated the performance of CSMA and polling based MAC proto-
cols when used in EH-WSNs in a one-hop scenario. Furthermore, they designed a probabilistic
polling protocol with a variable that represents the probability of contention in order to man-
age collisions and harvesting rates. These analyses are validated through simulation where
the evaluation criteria considered are throughput, fairness and inter-arrival time. Eventually,
a comparison and evaluation of various MAC protocols is established. The work presented
in [93] assessed the ability of MAC protocols specifically TDMA, Framed-ALOHA (FA) and
Dynamic-FA (DFA) to provide measures of any sensor to its destination for single-hop EH-
WSNs. The analytical derivations are investigated using Markov models and validated through
numerical simulations.

The authors of [94] proposed a new MAC scheme, called On Demand MAC (ODMAC),
designed specially for EH-WSNs. ODMAC is an asynchronous protocol which supports indi-
vidual duty cycles. Thus, each node adjusts its duty cycle to converge as closely as possible
with the ENO-MAX state. Moreover, two performance metrics, namely the packet delay and
the sensing rate, were evaluated through simulations using the OPNET simulator. In their next
work [95]], the main objective was to make a comparison between two asynchronous MAC pro-
tocols, ODMAC and a basic version of XMAC [96] and to discuss which one of them is more
suitable for EH-WSNs. Through their analysis, they evaluated the protocols in terms of energy
consumption overhead and channel utilization overhead. In order to validate the theoretical
results, the same authors proposed an implementation of ODMAC protocol in [97]], where the
throughput of the application was tested at different levels of input power. Further, [98] im-
plemented and evaluated ODMAC using an off-the-shelf micro-controller and an off-the-shelf
photovoltaic energy harvester.

4.3 Basic MAC Schemes Evaluation

A variety of MAC protocols have been proposed for WSNs [99] 54] but they are unable to
meet the requirements imposed by EH-WSNs. In MAC protocols designed primarily for WSN’s
known as duty cycle protocols, each node has two cycles: sleep and wake. In the sleep cycle,
sensor nodes turn off their radio to conserve energy. The nodes wake up on the same schedule
(synchronous) or each one has its own schedule (asynchronous) [100]. In synchronous schemes,
nodes have the same wake up time and they exchange data packets and synchronisation requests
during the active cycle. One of the most cited protocols in this category is S-MAC [46]. Among
these protocols, we find also: T-MAC [59], R-MAC [101] and DSMAC [102]. On the other
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hand, each node in asynchronous schemes has its independent schedule. B-MAC [57] uses the
sender-initiated paradigm, in which the receiver stays in idle listening state waiting for incoming
preambles. In contrast, RI-MAC [103]] uses the receiver-initiated paradigm, in which the sender
remains waiting to receive beacons from the receiver.

Synchronous schemes use a common sleeping schedule where nodes waking up simultane-
ously. A node in charging state cannot wake up at the time, hence this mechanism is not suitable
for EH-WSNs. Instead, asynchronous schemes are more suitable for EH-WSNs because they
use independent duty cycles.

4.4 On Demand Medium Access Control (ODMAC)

ODMAC [94] has especially been designed for the realization of EH-WSNs; it is an asyn-
chronous MAC protocol which follows the receiver-initiated paradigm. The receiver wakes up
periodically and sends beacons indicating that it is available to receive data. Whenever, the
sender becomes active, it continues listening to receive the appropriate beacon. As soon as the
sender receives this beacon, the transmission would instantly be started.

In ODMAC, a node can only perform one operation at a time, either sending or receiving.
For that, a node has two different periods: the beacon period and the sensing period. The beacon
period determines the duty cycle of packet retransmission while the sensing period determines
the duty cycle of the data measuring. In order to achieve ENO state (or ENO-MAX in the
best case), ODMAC must properly control the amount of the available energy at a given time.
This power control (energy spending or conservation) affects system performance (end-to-end
delay and throughput). Hence the beacon period balances between end-to-end delay and energy
consumption. When the beacon period is high, the less beacons are transmitted and the higher
the energy conservation is. Therefore, an increase in the end-to-end delay of the packet. On the
other hand, the sensing period balances between throughput and energy consumption.

When a receiver wakes up, it listens to the channel for 7} g time units. If the channel is free,
the receiver transmits the beacon and continues to wait for incoming packets for 77 x time units.
If no packet is received during this period, it returns to its sleep state. It is necessary that 7Tjpg
must be greater than 7T7x in order to avoid that the node transmits a beacon while another is
waiting the reception of data. On the other side, after receiving the beacon, the sender is delayed
a random number of time units, 7, within the interval specified by the contention window
(CW). If the channel is free, the sender transmits its data packet and returns to a sleeping state.

We propose the following algorithms which summarize the communication between the
sender and the receiver.
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Algorithm 1 Receiver side
S:
time < 0
while time < beacon_period do
time < time + Ty,
end while
listen_channel_Tirg
if channel_free() then

b:
transmit_beacon()
time < 0
while time < Trx A —receive_data() do
time < time + Tyt
end while
if —receive_data() then
goto s > go to sleep
else
gotob > retransmit a new beacon
end if
else
gotos > go to sleep
end if
Algorithm 2 Sender side
S:
time < 0

while time < sensing_period do
time < time + Ty
end while
1:
time < 0
while time < waiting_time A —receive_beacon() do
time < time + Ty
end while
if —receive_beacon() then
goto s > go to sleep
else
TB <+ Ty *int[0, CW — 1] // delays a random number of time units within the interval
specified by the contention window
listen_channel T B
if channel_free() then
transmit_data()
if more_queued_packets() then

gotol > go to listening
else
goto s > go to sleep
end if
else
gotol > go to listening
end if 61
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The formal algorithmic description of the protocol presented in this section is derived di-
rectly from the informal descriptions of the original papers [94] and [97].

As we have already explained, a node must remain in ENO-MAX state as much as possible.
Therefore, a node with a high harvesting rate can reduce one of its duty cycles, whereas a node
with a low rate may increase one of these duty cycles according to the needs of the application.

Periodically, a node calculates the ratio of the harvested energy to the consumed energy. If
this ratio is greater than a certain threshold, then the node has a surplus of energy that it can
use to optimize its performance. If the throughput is the most important performance measure
(SProb = 0.75), then the node decreases the sensing period. Otherwise, if the delay is the most
important (SProb = 0.25), then the node decreases the beacon period. On the other hand, if
the node has a lack of energy, then it increases one of the two periods depending on the value
of SProb.

We have formalized this behaviour as the following algorithm.

Algorithm 3 Duty cycle adjustment

HCR < Harvested_energy/Consumed_energy

if HCR > threshold then > extra harvested energy
if SProb = 0.75 then > favour the throughput
decrease_sensing_period()
end if
if SProb = 0.25 then > favour the end-to-end delay
decrease_beacon_period|)
end if
else > deficient energy

if SProb = 0.75 then
increase_beacon_period()
end if
if SProb = 0.25 then
increase_sensing_period))
end if
end if

4.5 Performance Metrics

4.5.1 Delay and Throughput

Delay and throughput are important metrics to evaluate MAC protocols. The end-to-end
delay refers to the time needed for the destination to get the packet generated by the source. It
comes from several sources including transmission delay, propagation delay, synchronization
delay, processing delay and queuing delay. We consider here the transmission delay and the
synchronization delay. The transmission delay is equal to }%, where L is the size of a packet in
bits and R is the rate of transmission in bits per second. The synchronization delay is the time
spent in idle listening (waiting_time) before receiving a beacon.

The throughput refers to the amount of data reaches the destination effectively. The quantity
of packets generated by a sensor indicates the sensing rate () which is equal to % where s is the
sensing period.
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4.5.2 Power Consumption

Since the transceiver is the most power-consuming element of a wireless sensor, we are
interested in this work to the energy consumed in communications. Four possible modes to op-
erate the transceiver are : Sleep, Idle, Transmit and Receive. In the following, we give formulas
for the consumed power in transmission and reception.

1 consumed power for transmitting packets (P'*) is given by equation (#.1). P' is the power
consumed while transmitting, r is the sensing rate of the node, L is the packet size, and
R is the transmission rate.

L
P" = Ptr— 4.1
= 4.1)
2 consumed power for receiving packets (P"*) is given by equation(4.2)), such that P" is the

power consumed while receiving and r/ is the traffic rate of the forwarded packets.

L
P =pl= 4.2
"R 2
3 consumed power for transmitting beacons (P%) is given by equation(@.3), such that ¢ is

the beaconing period and L is the beacon size.

1 Ly
Pt =p-= 4.3
t R (4-3)
4 consumed power for receiving beacons (P™) is given by equation(#@.4) where y is the
waiting time for a beacon.

P = Pryr (4.4)

More details on the above metrics can be found in [[104] and [[105]].

4.6 Modelling ODMAC using Timed Automata

In this section, we present six models which represent the different behaviours of entities
participating in communication. These models are developed using stochastic timed automata
formalism described in the previous section. Figures 4.1} [4.2] 4.3 [4.4] 4.5 and 4.6] show the six
models.

The receiver starts with sleep state. In this state, any packet received is discarded. Whenever
the beacon period expires, a Clear Channel Assessment (CCA) for 1} rg time units is performed.
If the channel is busy, the sensor returns to the sleep state. Otherwise, it transmits a beacon and
goes to wait_data state in which it waits to receive packets for a pre-set 77y period. If this
period is over without receiving any packets, it returns to the sleep state. After a successful
packet reception, the receiver retransmits a new beacon (see Figure [4.1).

Similarly, the sender (shown in Figure begins with sleep state. While being in the
sleeping state, a new packet was generated. The sensor moves to wait_beacon state in which it
waits for a beacon. After the beacon reception, the sender goes to backof f state. If the channel
is free, the sender transmits the packet and returns to sleep state if there is no packet to send
yet. Unless, it goes back to the wait_beacon state.
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Figure 4.2: Model of the sender

Q transmit

The medium (shown in Figure 4.3)) manages the transmission of data packets and beacons
between a sender and a receiver. This transmission can be achieved normally or with a collision.

To achieve ENO-MAX sate that minimizes the consumed energy and maximizes the perfor-
mance, ODMAC periodically adapts the two duty cycles (beacon period and sensing period).
To represent this behaviour, we added another timed automata that we have called ‘adapter’ as
shown in Figure #.4] An adapter is associated with each sensor (sender or receiver). After the
expiration of a certain period (adapt_time), a ratio (ratioH C') of the harvested energy over the
consumed energy is measured. If this ratio is outside a certain determined interval, the cycle is
adjusted. The adjustment step is controlled by S Prob parameter as explained in section 4.4]
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Figure 4.4: Model of the adapter

The model of Figure d.5|checks the battery status every 10 wakes up. If the energy is below
a minimum threshold for transmission, then the sensor goes to charging (this function represents
the energy harvesting). After the charging time has elapsed, the energy will be measured once
again. If it remains minimal, the sensor will die. This is important in case where the sensor is
far or hidden from the energy source.
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Figure 4.5: Model of the capacitor
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Finally, the energy harvesting rate of each node is modelled as random variable that follows
a normal distribution. The model of the harvester is given in Figure 4.6

timerH[id]==harv_time

powerid]=P()
Harvesting
|

timerR[id]=0

Figure 4.6: Model of the harvester

4.7 Analysis using UPPAAL-SMC

We opt to analyse the ODMAC model using the Uppaal model-checker. Performance eval-
uation is realised using the query language TCTL and PCTL provided in the Uppaal SMC. The
protocol parameters used in the experiments are depicted in Tabled. 1| The values of the battery
and energy consumption parameters are taken from [105].

Table 4.1: Parameters used in the analysis

Parameter Value
Data rate 256kbps
Message length 100bytes
Beacon size 8bytes
Duration of transmission of data packet 3.125ms
Duration of transmission of beacon packet 0.25ms
Trx 66ms
Lsiot 1ms
CwW 63

Tirs 70ms
Charging_time 10s
Initial energy 560mA
Transmission power 10dBm
Power consumed while transmitting 26.7mA
Power consumed while receiving 9.2mA
Power consumed while Idle 6mA
Power consumed while sleep 1pA

In the following, three protocol evaluations will be carried out. The objective of the first
evaluation is to study the impact of the beacon period and the sensing period on energy con-
sumption. Where as the second evaluation aims to achieve the ENO-MAX state by adjusting
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sensing period and beacon period. The last evaluation shows the effect of changing the harvest-
ing rate on the behaviour of the node.

4.7.1 Static Duty Cycle

The first evaluation demonstrates the basic properties of the protocol. The adjustment step
is deactivated (i.e. beacon period and sensing period are statically predefined). We start this
evaluation with one-hop topology which consists of one transmitter and one receiver. The bea-
con period and sensing period are fixed at 20ms and 60ms respectively. We also take the
harvesting rate as 40mA/cycle and waiting_time = beacon_period/2, for a reason of sim-
plicity.

The first constraint in the protocol is to define the right timing parameters to ensure that a
transmitter is active when a receiver has sent a beacon. We check if the sender arrives to send
his packet in an appropriate time with the formula: Pr[<= 1500](<> sender0.endT’). This
shows the probability that the sender reaches this state with a runtime lower or equal to 1500
units of time. In the same way, we check if the receiver arrives to send the beacon and receives
the packet with the formula: Pr[<= 1500](<> receiverl.endT). For both properties, we have
a good result with probability interval 0.9, 1].

4.7.1.1 Consumption and Duty Cycles

Since a node in ODMAC has two duty cycles, a beacon duty cycle and a sensing duty cycle,
increasing the beacon period decreases the power consumption connected to the beaconing pro-
cess. Figures and[4.7|b|show the degradation of energy consumption for successive beacon
periods 10ms, 20ms while the sensing period is fixed to 60ms. These figures are obtained by
executing the query simulatel[<= 1500]receiverl.c_energy.
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(a) beacon period=10ms (b) beacon period=20ms

Figure 4.7: Consumed Energy for different beacon periods.

The sensing period also affects the energy consumption. A decrease in the sensing period
leads to an increase in the sensing rate and an increase in energy consumption. Figure [4.§]
depicts the energy consumption of the sensing node for the sensing periods 60ms and 80ms
while the beacon period is fixed to 20ms. The figure is the result of the query : simulatel|[<=
2000]sender0.c_energy.

From these results, we also note that the receiver consumes more energy than the transmitter
(which is not really the case) because of synchronization. The receiver loses a beacon each time
until the transmitter wakes up.
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Figure 4.8: Consumed Energy for different sensing periods.

4.7.1.2 Energy-Neutral Operation State

The ratio HCR of the harvested energy over the consumed energy gives the ENO state of
the node. Whenever HC'RR > 1, the node operates at a sustainable state. Figure depicts
the operating state of the sensor (simulatel[<= 2000]|sender0.HC R).

4.7.2 Dynamic Duty Cycle

In the second evaluation, the adjustment step is activated. The objective now is to achieve
the ENO-MAX state by adjusting sensing period and beacon period. We set SProb to 0.75
indicating that the sensing is the most important performance factor. Figure 4.9]b] shows the
optimization of HCR.
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(a) ENO in static duty cycle (b) ENO in dynamic duty cycle

Figure 4.9: Operating state of the sender

After setting parameters, the system comes to stabilize. Figure [4.10| shows that the sensor
arrives to the ENO-MAX where HCR = 1.
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Figure 4.10: ENO-MAX state

The closer the HC'R is to 1, the higher the sensing rate is (as shown in Figure {.1T1).
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Figure 4.11: Sensing rate

Note that for both evaluations, the initial battery level is set to the sufficient battery level
required to make at least one transmission. H C'R is computed from the harvested and consumed
energy at one cycle.

For the adjustment of the cycle, we first measure HC'R. If it is above a certain threshold
(threshold > 1), i.e., the consumed energy is less than the harvested energy, hence the node
has more energy that it can exploit to optimize its performance. This optimization depends
on SProb value. If SProb = 0.75 (the throughput is the most important), then the sensing
period is reduced each time until it reaches a minimum period. On the other hand, if the HCR
is lower than the threshold, i.e., the node has a lack of energy, then it keeps the same sensing
period to maintain the rate and increments the beacon period to conserve the energy. When
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SProb = 0.25 (the delay is the most important), if the node has a surplus of energy, then it
decreases the beacon period to increase the delay. Otherwise it increases the sensing period to
reserve the energy. The last case is when SProb = 0.5 which mean that the throughput and
the delay are equally important. Thus, the node decreases the sensing and the beacon periods to
optimize the performance if it has enough energy and increases the periods otherwise.

Now, we take SProb = 0.25. The receiver decreases its beacon period and, eventually,
decreases the delay and increases the power consumption. To see the optimization of HC'R
(HCR approaches 1), we first give the operating state of the node when the adjustment step
is deactivated (Figure then its ENO-MAX state in the case where the adjustment step
is activated (Figure 4.12]b). In addition, Figure 4.13| shows the degradation of the delay in the
second case.
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Figure 4.12: Operating state of the receiver
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Figure 4.13: Packet delay
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4.7.3 Variable Harvesting Rate

In all previous experiments, the harvesting rate is fixed which is not the case in reality. The
energy harvesting rate is not constant and does not change regularly, but it can be influenced
by many environmental and even human factors. Therefore the objective of this evaluation is to
show the ability of the system to optimize its performance (delay or sensing rate) by exploiting
or conserving its energy according to the available ambient energy. In order to reach that, the
energy harvesting rate is fixed with Mean = 1mA and Variance = 0.2. Moreover, the initial
level of the battery is chosen to be at an optimal level and periodically is increased by the
harvested amount (see Figure [4.6).

Under these conditions, we activate the adjustment step and take SProb = 0.25. Figure
depicts the consumed energy, the harvested energy and HC'R. At each period harv_time,
the amount of the harvested energy is changed. We notice that the sender tries sending at the
beginning when the energy is sufficient to consume more and consequently the HC'R degrades
in order to reach 1. Then, when the energy is decreased, the node reduces its consumption and
tries to increase the HC R. Of course the amount of consumed energy depends on the activity
done during this period (listening or sending).
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Figure 4.14: HCR for various energy harvesting rates.

As aresult, the sensing_rate is decreased each time because the delay is the most important
in this case (as shown in Figure[4.15][a). Eventually, the sensing rate stabilizes when the sensing
period reaches its maximum. Moreover, Figure [4.13]b] depicts the battery level.
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Figure 4.15: Sensing rate and battery level for various energy harvesting rates

The last experiment shows the possibility that the node can be dead if it is far or hidden from
the energy source. For that, we have to minimize the harvesting rate with Mean = 0.1mA and
Variance = 0.02 while the node cannot recover sufficient energy for communication. The
query Pr[<= 10000](<> sender0.Die) gives a probability interval [0.9, 1] and Figure 4.16]
shows the battery level.
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Figure 4.16: Battery level with minimal harvesting rate.
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4.8 Conclusion

This chapter has presented the modelling and formal verification of On Demand MAC
(ODMAC) protocol [106], designed for Energy Harvesting WSNs (EH-WSNs). The protocol
follows a receiver-initiated paradigm where a receiver which is available to receive data sends
a beacon to all the other nodes. For the modelling, we have used stochastic timed automata
(STA) which are suitable to model time constraints as well as probabilistic (or random) aspects
of systems. We have proposed six STA models for the following components: receiver, sender,
channel, adapter, capacitor, and harvester to represent the behaviour of each element intervenes
in the EH-WSNs communication. For the analysis and the evaluation of the protocol, we have
used the statistical model checking of the Uppaal tool. This evaluation has validated the prin-
ciple of the protocol and also has showed the ability of a sensor to optimize its performance
(sensing rate or packet delay, according to the application requirements) by conserving or con-
suming the available energy (depends on the harvesting rate) while keeping its ENO-MAX state
as much as possible.

The formal verification of ODMAC, presented in this chapter, confirms the findings of pre-
vious evaluations in simulation [94] and in testbed-based experiments [97]].

The next chapter focuses on another aspect of WSN which is mobility where a proposal for
a new MAC protocol that combines mobility with energy harvesting will be detailed.
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5.1 Introduction

Existing medium access control (MAC) protocols have always considered the energy-harvesting
aspect and mobility aspect separately. Incorporating mobility and energy harvesting into the
same framework seems to be an important idea, but it poses new challenges for WSNs. In-
deed, WSNs must improve their performances in a variety of scenarios. Mobility management
requirement adds another dimension to WSNs protocols, in particular to the medium access
control sub-layer protocols that are primarily responsible for scheduling, transmission and col-
lision avoidance. In addition, energy harvesting frees the sensor node from the energy-restricted
problem and places it before another type of challenge, which is to maintain itself in an energy-
neutral operation state. Since wireless radio is the most energy-consuming component of the
sensor, MAC protocols are also responsible in this case. In this chapter, a new "Mobility and
Energy Harvesting aware Medium Access Control (MEH-MAC)" protocol [107] is proposed
for dynamic sensor networks powered by ambient energy. It provides a detailed description of
the protocol and presents a state-transition formal model with a performance evaluation using
UPPAAL-SMC.

5.2 Related Work

Taking mobility into account in WSNs poses new challenges as the sensor nodes can fre-
quently change locations and thus be deployed in various scenarios and cause fast topology
changes. In this paper, we are interested in the challenges of mobility in protocols designing, in
particular MAC protocols. Previous MAC protocols designed for WSNs focused primarily on
improving energy efficiency and prolonging network lifetime. Therefore, managing mobility in
this low energy condition motivates researchers to elaborate a number of contributions. In re-
cent years, several surveys on mobility in WSNs have been carried out [108, 109, 110]. Among
medium access protocols, sampling protocols (asynchronous protocols) reflect better the dy-
namics of mobile WSNs. Therefore, we are interested in works that promote asynchronous
protocols to support mobility. Machiavel [[111] is a B-MAC [57/]] extension more suitable for
mobile sensor networks. In B-MAC, a sensor sends a preamble followed by a synchronization
message before sending data. To handle mobility, Machiavel introduces a delay time between
these last two operations of a static node or a mobile node can exploit it in order to occupy the
channel. In this way, the mobile node allocates the channel already occupied by the preamble
transmitter. X-Machiavel [112] expands Machiavel by applying the principles of X-MAC [96].
If the medium is occupied by a sensor which sends short preambles, the mobile node bene-
fits from the interval between two consecutive preambles. Therefore, the mobile node sends
its data to the preamble transmitter without having to precede its transmission with preambles.
M-ContikiMAC [113] is an other sampling protocol. It has been proposed to overcome the
shortcomings of the ContikiMAC protocol [114] when applied in a sensor network with mobile
nodes. When constructing the routing table, mobile nodes are absent. When a mobile arrives
in an area, it is not yet integrated into the routing tree and does not know its next destination.
In order to avoid this complex and expensive management of the routing table, M-ContikiMAC
proposes to free mobile nodes from multicast and unicast broadcasting, and limits its transmis-
sions to anycast sending. MoX-MAC [115] is an improved version of X-MAC. As in X-MAC, a
static transmitter continues to send short preambles until it receives an ACK frame from a static
receiver. When a mobile node has data to send and the channel is busy, the mobile node senses
the medium for ACK frame. Afterwards, it waits for the end of the ongoing transmission, then
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it sends its data to the ACK receiver.

In addition to this mobility approach, the research community has integrated the energy har-
vesting field into WSNs in order to harness ambient energy to improve network performance.
The challenge of energy harvesting approach is no longer energy but rather the conditions of
recovery: the energy harvesting rate, the capacity of storage devices and the charging period.
Under these conditions, the node must always ensure its operation in a sustainable energy state,
i.e. it must guarantee that the consumed energy is always lesser than the harvested energy. Syn-
chronous MAC protocols designed for ordinary WSNs maintain a common duty cycle due to
the already recognized amount of energy. In contrast, in EH-WSN (Energy Harvesting-Wireless
Sensor Networks), the amount of the available energy is not known in advance due to energy
harvesting conditions. Therefore, asynchronous protocols serve well the needs of the EH-WSN
where a sensor has its own cycle. This mechanism allows the low energy sensor to direct its
cycle to minimize energy consumption independently of other nodes. In this regard, few MAC
protocols have been proposed to support the proper functioning of nodes [77, 116]. Multi-Tier
probabilistic polling (MTPP) [80] extends the single-hop probabilistic polling protocol [78]] to
perform multi-hop transmission. The nodes are assigned to tiers according to their distance
from the sink which is represented by the number of hops. The sink broadcasts a polling mes-
sage to all nodes of the first tier. The polled node broadcasts the same message again to higher
level sensors. The procedure is repeated until all tiers are covered, the node elected from the last
tier then begins the transmission of its packet. In order to manage the available energy, the sink
adds a contention probability into the polling packet. Therfore nodes with insufficient energy
are outside the competing sounding. In ODMAC [94], receivers initiate transmission by sending
periodic beacons to senders indicating their availability. To acheive the ENO-MAX state (ENO
state with maximum performance), a node adjusts the duty cycle by increasing or decreasing
either the beacon period or the sensing period based on the energy harvesting rate and applica-
tion requirements. QoS-Aware Energy-Efficient (QAEE) [[117] protocol attaches importance to
urgent data. Thus, the transmitter emits a beacon indicating the degree of urgency of its data.
Therefore, the receiver wakes up earlier to collect all such beacons. Then, it responds with a
beacon broadcast containing the highest priority node, allowing it to transmit while all other
nodes go to sleep for the duration of that transmission. Additionally, nodes take their energy
level into consideration when planning their duty cycles. A more recent protocol is DeepSleep
[118]. DeepSleep is an energy harvesting based IEEE802.11 protocol specifically designed for
machine to machine communication (M2M). In this mechanism, all nodes turn off their radios,
except for the two communicating nodes. Deficient energy nodes also convert to Deep Sleep
mode to harvest enough energy. Other MAC protocols designed for EH-WSN can be cited
such as; Radio Frequency based Adaptive, Active Sleeping Period (RF-AASP) protocol [119],
Adaptive Hierarchical MAC (AH-MAC) protocol [120]], Energy-harvested Receiver-Initiated
MAC (ERI-MAC) protocol [121] and Hybrid Asynchronous and Synchronous MAC protocol
(HAS-MAC) [122].

5.3 MEH-MAC Description

In this section, we describe the basic communication in MEH-MAC. The idea behind our
solution is to consider both aspects mobility and energy harvesting in the same framework. The
nodes are powered by ambient energy and there are one or more nodes able to move around
the network. The challenge in this solution is to be aware of two major problems. The first
one, nodes are recovering energy from the environment with different rates almost minimal.
Therefore MEH-MAC should control the consumed energy to prevent nodes from being turned
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off due to power exhaustion. Hence, all nodes must be operating in the ENO state. The second,
mobility in network causes frequent changes in topology. This can influence routing, access to
the medium and energy consumption. When a mobile node arrives to a certain area with data
that it detects, MEH-MAC must ensure that this data will be sent to nodes which forward it
to the sink before the mobile node leaves that area. Likewise when a mobile node wishes to
receive data (this type of mobility is used to collect data from the network), MEH-MAC must
guarantee that the mobile node receives the data before its next movement.

5.3.1 Static Communication

MEH-MAC is an asynchronous protocol for duty cycling sensors that follows the receiver
initiated paradigm [123]]. Duty cycling mechanism is used in WSNs to reduce energy consump-
tion by periodically putting off the node’s radio. Therefore, each node in the network has tow
periods, sleeping period and active period. In asynchronous protocols unlike synchronous one,
nodes do not have a common schedule, but each has its own schedule. Hence nodes can wake
up at different times. We prefer the asynchronous scheme for two reasons regarding energy har-
vesting and mobility. The first, a node in a charging state can not wake up at the scheduled time.
The second, a mobile node can appear out of the schedule. Moreover, asynchronous protocols
are further divided into sender initiated (so called, preamble sampling) and receiver initiated
protocols. With the last paradigm when a receiver wakes up, it broadcasts a beacon to announce
its availability to receive data from neighbours. Then it listens to the channel for incoming data
for a period of time. A sender in active period waits until the reception of a beacon. After the
reception of the appropriate beacon, the sender begins transmitting data. When the transmission
ends, the sender and receiver both go into sleeping state.

Figure[5.T|below demonstrates the basic MEH-MAC communication between static receiver
and static sender.

Static
Receiver

Sleeping I Tx Beacon RxData | Tx ACK | Sleeping

tima

Static

Sleeping Rx Beacon I Tx Data Rx ACK | Sleeping

U:| I Channel H i )
Backoff Listening
Sampling

Figure 5.1: Basic communication between static receiver and static sender.

Sender

tima

When a receiver enters an active period, it senses the channel for a time interval B’7" (Beacon
Time). This sensing time is used to avoid the interruption of a transmission already declared by
another receiver. If the channel remains busy after this time, the node returns to the sleeping
state. If there is more than one receiver waking up at the same time, they must back off a
random number of time slots. The winner will transmit his beacon and continue to wait for
the data packet. If no data is received during DT’ (Data Time), the receiver goes into sleeping
state. When the sender receives the beacon, it backs off a random time to minimize collision
between senders waiting for the same beacon. This transmission should be acknowledged by
the receiver. After a successful transmission, the sender and the receiver return to the sleeping
state.
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The following algorithms summarize the behaviour of a static sender and a static receiver.
Each algorithm takes linear time with complexity of O(n).

Algorithm 4 Static receiver
s:
time < 0
while time < forwarding_period do
time < time + Ty
end while
listen_channel_BT()
if channel_free() then
send_beacon()
time < 0
while time < DT A —receive_data() do
time < time + Ty
end while
if receive_data() then
send_Ack()
end if
gotos > go to sleep
end if

Algorithm 5 Static sender

S:

time < 0

while time < sensing_period do
time < time + Ty

end while

1:

time < 0

while time < waiting_time N\ —receive_beacon() do
time < time + Ty

end while
if —receive_beacon() then

goto s > go to sleep
else

BF «+ Ty * int[0,CW — 1] > delays a random number of time units

listen_channel _BF()

if channel_free() then
send_datal()
receive_Ack()

go to s > go to sleep
else

gotol > go to listening
end if

end if
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5.3.2 Dynamic Communication

Whenever a mobile node wakes up, it needs to send or collect data before the next move-
ment. Therefore, MEH-MAC favours mobile nodes over static nodes when sending or receiving.
Four cases are to be considered as follows.

1. Mobile sender on a free channel: If the mobile has data to sent, it first listens to the
channel. If the channel is free, it waits for the reception of a beacon and immediately
starts its transmission. The mobile node does not return to sleeping state unless its queue
is empty. Figure illustrates this situation.

Static

Receiver

Sleeping I Tx Beacon Rx Data | Tx ACK

Mobile Sleeping I Rx Beacon | Tx Data Rx ACK

Sender
m Backoff I Channel D Listening
Sampling

Figure 5.2: Communication with mobile sender when the channel is free.

2. Mobile sender on a busy channel: However, if the channel is busy, the protocol distin-
guishes two cases. The first when the channel is occupied by a beacon and the second
when it is occupied by a data packet. In the former case, MEH-MAC allows the mobile
node to possess the channel by preferring it over other senders. Figure depicts this
behaviour. Contrariwise, in the last case, the mobile node waits the end of the current
transmission and broadcasts immediately a tiny frame ) ob indicating its wish to sending
data. Consequently, the receiver keeps its radio on and the senders waiting this receiver
switch off their radios and go to sleeping. Figure[5.4]presents the communication between
a static receiver, a static sender and a mobile sender.

Static
] Sleeping Tx Beacon Rx Data | Tx ACK
Receiver

Maobile

Sleeping I Rx Beacon | Tx Data Rx ACK

Channel . .
Backoff Listening
Sampling

Figure 5.3: Communication with mobile sender when the channel is occupied with a beacon.

Sender

time

3. Mobile receiver on a free channel: 'When the mobile node wishes to receive data, it
samples the channel. If this latter is free, it broadcasts a beacon without waiting. After
the reception of the data packet, the mobile node retransmits a new beacon to collect more
data before its next moving as shown in Figure 5.5}
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Static Sleeping Tx Beacon Rx Data | Tx ACK Rx Data |---
Receiver

time
Static "

Sleeping Rx Beacon Tx Data | [ Rx ACK Sleeping

Sender

tima
Mobile 7

Sleeping Rx Data | | Rx ACK Tx Data

Sander

tima

ch |
U:| Backoff I anne D Listening T« MOB Rx MOB
Sampling

Figure 5.4: Communication with mobile sender when the channel is occupied with data.

Mobile Sleeping I T« Beacon RxData | Tx ACK | TxBeacon | _._
Receiver

time
Static Sleeping Rx Beacon |_I T« Data Rx ACK | Sleeping
Sender

time

m Backoff I Channel H Listening
Sampling

Figure 5.5: Communication with mobile receiver when the channel is free.

4. Mobile receiver on a busy channel: Now, if the channel is detected occupied, there are
two cases mentioned hereafter. The first case when the channel is occupied with a beacon.
The mobile node aborts the current beacon and sends its beacon as depicted in Figure[5.6]
In the second case, the mobile node detects a data transmission. It waits for the end of
this transmission and immediately broadcasts a beacon. The receiver goes to the sleeping
state and the sender remains active in order to communicate with the mobile node (Figure

5.7).

Static

Sleeping Tx Beacon Sleeping
Receiver
time
Static Sleeping Rx Beacon -:|] Tx Data Rit ACK
Sender

time

Mobil .
obile Sleeping Rx Beacon Rx Data T ACK |_ _.
Receiver

time
m Backoff I Channel |:| Listening
Sampling

Figure 5.6: Communication with mobile receiver when the channel is occupied with a beacon.
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static | sleeping I T« Beacon RxData | T« ACK [Rx Beacon |Sleeping|
Receiver

tima
Static | gjaaping Rx Beacon I TkData || RxACK |RxBeacon |..__..
Sender

time
Mobile Sleeping I Rx Data || Rx ACK | Tx Beacon | ... .
Receiver

time

m Backoff I Channel |:| Listening
Sampling

Figure 5.7: Communication with mobile receiver when the channel is occupied with a data
packet.

The algorithms bellow summarize the communication with a mobile node. They have a com-
plexity of O(n).
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Algorithm 6 Mobile sender
st
while —wakeup() do > sleeping
end while
time < 0
while time < waiting_time A —receive_beacon() do
time < time + T
end while
if —receive_beacon() then
gotos > go to sleep
else
if channel_free() then

send_datal()
receive_Ack()
if more_queued_packets() then
gotor > go to sending
else
go to s > go to sleep
end if
else
if receive_beacon() then
gotor > go to sending
else
if receive_data() then
receive_Ack()
send_M ob()
gotor > go to sending
end if
end if
end if
end if
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Algorithm 7 Mobile receiver
S
while —wakeup() do

> sleeping
end while
if channel_free() then
b:
send_beacon()
time < 0
while time < DT A —receive_data() do
time < time + Tyt
end while
if —receive_data() then
go to s > go to sleep
else
send_Ack()
gotob > retransmit a new beacon
end if
else
if receive_beacon() then
gotob > transmit a beacon
else
if receive_data() then
receive_Ack()
gotob > transmit a beacon
end if
end if
end if

5.3.3 Energy-neutral Operation State

In the two previous sections, we have detailed the behaviour of MEH-MAC when mobile
nodes visit the network. In this section, we will focus on the harvest aspect and how nodes,
whether static or dynamic, remain in the ENO state for as long as possible.

For the static nodes, we will adopt a mechanism similar to that used in [94]]. Each static node
has two duty cycles, one for forwarding and one for sensing. In order to ensure that the node
is always in a sustainable state (ENQO), it is necessary that the amount of energy consumed is
always lesser than that harvested. For this reason, the period of each duty cycle can be adjusted
to improve system performance when the node has excess energy or to conserve energy when
the node has insufficient energy. The forwarding period controls the trade-off between delay
and energy consumption. When the forwarding period is long, few beacons will be sent and
little power will be consumed but the delay increases. However, when this period is small, a
lot of beacons will be sent and therefore a lot of energy will be consumed with minimal delay.
Likewise, the sensing period controls the trade-off between throughput and power consumption.

The objective of incorporating mobile sensors into WSNs depends on the application. The
sensor can be placed on a person or animal to retrieve vital or behavioural informations. Ad-
ditionally, it can be placed on a robot or a vehicle to monitor a specific environment. Mobile
sensors can also move closer to the sink to reduce the power of data transmission. In most
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of these applications, the mobile nodes should be awake when in proximity to static nodes to
receive or send collected data. In a dense network, the mobile node must be awake most of the
time. Therefore, the active period will be longer than the sleeping period. In order to meet these
needs, static and dynamic nodes positions must be known at all times. Static node positions
are fixed when the network is deployed. The positions of mobile nodes can be retrieved by a
GPS card or RSSI (Received Signal Strength Indicator). Therefore, the mobile nodes turn off
their radios in order to conserve energy and when approaching the static nodes, they turn on the
radios to start communication with its neighbours. When a mobile node enters its active period,
it does not return to its sleeping period unless it leaves its neighbours or has no packets to send
and has not received any packets for a certain period of time. However, the consumed energy
must always be less than the harvested energy in order to keep the mobile node operating in an
energy neutral state. If the ratio of the harvested energy over the consumed energy falls below
a certain threshold, the mobile node enters a charging state.

By following this process, a mobile node does not adopt a procedure for adjusting its periods
as 1is the case with static nodes. If the mobile node consumes more energy in the case of dense
networks or with hight traffic, then the node must harvest more energy in order to meet these
constraints. A stable energy source will help solve this problem. These conditions lead us to
think of vibration as a source of recoverable energy. With this idea, mobility takes advantage
of energy harvesting to recover energy and energy harvesting takes advantage of mobility to
generate energy. The design of an electric generator from the surrounding vibrations is therefore
necessary. The mechanical energy of the vibration is able to provide enough energy to operate
the mobile sensor. There are two types of transducers: electromagnetic and piezoelectric. In
this work, we consider the first type based on animal body motion. Several works [124, [125,
126, 127] were competing to develop a generator that converts available energy as efficiently as
possible. Considering that a generator is worn on a person’s ankle to recover energy from their
movements, then the mobile node can receive a sufficient amount of energy for several hours.
The study that was carried out in [[127] showed that the average power recovered when running
is 649 W and 123 4W when walking.

5.3.4 Doppler Effect Formulation

The moving of sensors in mobile WSN can cause frame drops due to the Doppler effect.
When the sender changes its position, the signal frequency will be shifted which leads to bit
errors in the frame. The resulting frequency shift is related to the position and relative velocity
of the sender and the receiver. Doppler shift is defined as

fu= e (5.1)

C

Where v is the relative velocity in meters/second, f. is the carrier frequency of the radio and ¢
is the speed of light.

In order to calulate the probability of successfully receiving a packet, one must first specify
the radio propagation model. The log-normal shadowing model [128] is one of the most used
models in WSNs. The following formula defined the model

d
PL(d) = PL(do) + 10mloguo(-) + X, (5.2)

Where PL(d) is the path loss expressed in decibels related to the distance d between the sender
and the receiver, d; is a reference distance, n is the path loss exponent and X, is Gaussian
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random variable with mean equals zero and standard deviation ¢ which models the system
losses.
The probability P of successfully receiving a frame when using non-return-to-zero (NRZ)
coding is
P=(1-P)¥ (5.3)

Where f is the length of the frame in bytes and P, is the bit error probability which depends on
the modulation scheme and the Signal to Noise Ratio(SNR). P, is defined by

By

R (5.4)

[N]9)

1
P =-
2emp

Where By represents the noise bandwidth in /2, R is the data rate in bits and -y represents the
SNR. The SNR in decibels relative to a distance d is defined in our case by

v(d) = P, — PL(d) — 10logio fa (5.5)

where P, is the power of transmission in decibels.
Therefore, 1 — P(d) is the probability of erroneous packet at the distance d, and if this
probability is above a certain threshold then the packet is dropped.

5.3.5 Hand-off Handling

A hand-off issue occurs in WSN when the mobile node’s link with the current receiver
degrades. This event mainly happens in bursty traffic. The mobile node triggers a hand-off
procedure when the quality of the link drops below a predefined threshold and stops it when it
finds a new link with acceptable quality. To improve the proposed protocol, in this section, we
will present a hand-off procedure to cover the mentioned problem.

We assume that not receiving acknowledgement is not sufficient to trigger a handover as
it may be due to a collision rather than a weak signal. For this we will suggest the following
mechanism. After sending a defined number of data packets, the mobile node initiates the pro-
cedure. It broadcasts tiny discovery packets and waits for a specified period until the reception
of a limited number of acknowledgement packets. Upon reception, the mobile node chooses
the node with the strongest signal and starts transmission again. Figure [5.8] summarises the
hand-off procedure.

Static Receivers within
Static Receiver transmission range Best Receiver

[ i

Mobile  Sending ndata Sending mdiscovery Receiving ACKs Start Data
Sender  packets packets transmission

Figure 5.8: Hand-off procedure in MEH-MAC protocol.
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We opt to use SN R (combined with Doppler shift) calculated in the previous section [5.3.4]
as hand-off threshold. Therefore, the mobile node selects the sender of the acknowledgement
packet with SNR > threshold. If there is more than one above the threshold, it selects the
sender with the highest SN R.

5.4 MEH-MAC Modelling

After the detailed description of the protocol in the previous section, we now come to the
formal verification. To do this, we have chosen the Uppaal tool. First of all, the protocol spec-
ification is modelled with stochastic timed automata. We have developed a model for each of
the following behaviours. A static node can transmit (Figure [5.9), receive (Figure [5.10), ad-
just its cycle (Figure [5.11)) and recover energy (Figure[5.12). A mobile node can move (Figure
[5.15), transmit (Figure and receive data (Figure [5.14). Both of nodes can monitor the
state of their batteries (Figure[5.16). We have elaborated also a model to represent the channel
that manages the synchronization between the different entities of the system. All the figures
are available on the following link: https://drive.google.com/drive/folders/
1BprFL2xn—-BhY02RIJZ2yEQQJDU91i1igs6Q?usp=sharing
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i timera[al=0 )
timerA[a]<=adapt_time ratioAe
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Figure 5.11: Stochastic timed automata of cycle adjustment.
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Figure 5.12: Stochastic timed automata of the harvester.
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Figure 5.13: Stochastic timed automata of mobile sender.
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Figure 5.14: Stochastic timed automata of mobile receiver.
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Figure 5.15: Stochastic timed automata of the clock.
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Figure 5.16: Stochastic timed automata of the battery checker.

5.5 Case Study for the Analysis Phase

The proposed protocol can be implemented in a WSN for animal tracking. Animals are
detected either by static sensor nodes (SS) placed in the coverage area or by mobile sensor
nodes (MS) installed on the animal’s limbs (neck, leg, ankle, etc.). The information collected
is then sent to the sink which plays the role of a gateway to send this data to a remote server
via the internet or any other communications system for further future studies. In addition to

90



Chapter 5 A new Mobility and Energy Harvesting ...

sensors, animals are equipped with generators to recover energy from their movements. For
mobility, we opt for the Random Way point model where the mobile node randomly chooses its
destination, speed of movement and a pause time as it reflects well the behaviour of animals.
The architecture of this solution is depicted in Figure [5.17]

MEH-MAC £ Energy

JZ connection % Harvesting
{
|
4 | a
& \ L
ss a7
A &
4
A
i » : Q
- - Ba
7 a o o=
MS with motion 2 T
energy harvesting BSL_‘
Station
A &

AN

/ H Transmission
2 Range

Figure 5.17: System Architecture.

5.6 Analysis and Evaluation

In this analysis, we will rely on a comparison between the behavior of ODMAC [94] and
MEH-MAC when a mobile sensor visits the network. The mobile sensor has a pause time and
a travel speed. It has a GPS card and knows the positions of all the other nodes. As ODMAC
and MEH-MAC are asynchronous protocols, the sending of the packets is in any-cast. The per-
formance criterion to be evaluated is the ratio of the number of sent packets to the total number
of packets. This criterion is specified in PCTL language of the UPPAAL-SMC with the query:
simulatel[<= 5000] M obileSender2.rpkt.
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The simulation parameters used in this evaluation are depicted in Table[5.1]

Table 5.1: Simulation parameters.

Parameter Value
Data rate 256 kbps
Message length 100 bytes
Beacon size 8 bytes
Data packet transmission period 3.125 ms
Beacon packet transmission period 0.25 ms
DT 66 ms
Tslot Ims
cw 63

BT 70 ms
Charging_time 10 s
Initial energy 560 mA
Transmission power 10 dBm
Power consumed while transmitting 26.7mA
Power consumed while receiving 9.2mA
Power consumed while Idle 6 mA
Power consumed while sleep 1 A
Mobility model Random Way Point

5.6.1 ODMAC Evaluation

In the first evaluation, all sensors use ODMAC protocol to access the medium. Figure[5.1§|
shows that a static node always has priority or the same chance in best case of sending its packet.
Therefore, the number of lost packets for a mobile node is always high (with a minimum ratio).

value

1,00
0,95
0,90
0,85
0,80
0,75
0,70
0,65
0,60
0,55
0,50
0,45
0,40
0,35
0,30
0,25
0,20
0,15
0,10
0,05

ol

Simulations (1)

- sender0.rpht
Emsenderz.rpkt

0 400 800 1200 1600 2000 2400

time

2800

3200

3600 4000 4400 4800

Figure 5.18: The ratio of the number of packets sent by a static and dynamic node to the total
number of packets in ODMAC.
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Likewise, Figure[5.19]shows that a static receiver node receives more packets than a mobile
one.
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Figure 5.19: The total packets received by a static receiver and a mobile receiver in ODMAC.

5.6.2 MEH-MAC Evaluation

In the second evaluation, all sensors use MEH-MAC protocol to access the medium. Figure
[5.20] shows that the mobile node has successfully transmitted its packets (with ratio=1). The
reason is that in MEH-MAC protocol, mobile nodes always take priority.
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Figure 5.20: The ratio of the number of packets sent by a static and dynamic node to the total
number of packets in MEH-MAC.
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In Figure [5.21] the mobile receiver node receives more packets than the static node.
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Figure 5.21: The total packets received by a static receiver and a mobile receiver in MEH-MAC.

5.6.3 ENO State Evaluation

An energy harvesting MAC protocol must ensure that all nodes are in their sustainable state
where the consumed energy does not exceed the harvested energy. A node is in its ENO-MAX
state when it reaches ENO state at maximum performance. The objective of this assessment is
to demonstrate that MEH-MAC is able to guarantee that all nodes are in their ENO state.

A static node (sender or receiver) can adjust its cycle (sensing period or forwarding period)
by reducing or increasing it depending on the amount of available energy and the performance
criteria (sensing rate or delay) of the application.

The static nodes of the network reduce the sensing period in order to achieve the maximum
sensing rate if this is the most important criterion. Figure[5.22]shows the increase of the sensing
rate. On the other hand, if the delay is the most important, the nodes will reduce the forwarding
period. Figure shows the decrease of the delay. Note that the energy harvesting rate of static
nodes is modelled as random variable that follows a normal distribution with Mean = 1mA
and Variance = 0.2.
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Figure 5.22: The increase of the sensing rate by adjustment of the cycle.
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Figure 5.23: The decrease of the delay by adjustment of the cycle.

Figure [5.24] shows that the node mobile has succeeded in operating in its sustainable state.

Simulations (1)

120

110

100

90

80

70

60,

value

E MobileSender2.HCR

50,

40

30

i} 400 800 1200 1600 2000 2400 2300 3200 3600 4000 4400 4800
time

Figure 5.24: Energy-Neutral Operation (ENO) state of the mobile node.

5.6.4 Packet Error Evaluation

In this evaluation, we are interested in the number of packets dropped due to errors caused
by frequency shift during the movement of mobile nodes. The speed of the mobile node and
the time pause are chosen randomly by a uniform distribution over maximum values. The
parameters used in this experiment are listed in Table[5.2]below. As we saw in Eq. Doppler
effect is correlated with the velocity of the mobile node, therefore, high speed results in a large
shift. Figure [5.25] shows that the ratio between the number of dropped packets to the total
number increases with increasing speed.
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Table 5.2: Noise parameters.

Parameter Value

fe 433.3MH =
d() 1Km
PL(dy) 55dB

n 4

o 4

By 30KHz
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Figure 5.25: Impact of speed on the number of dropped packets.

5.6.5 Hand-off Evaluation

In order to evaluate the hand-off mechanism, we will make a comparison between MEH-
MAC and its improved version with this mechanism. For this, we will calculate the number of
lost packets of a mobile node with the two protocols. In the simulation, we assumed that at a
certain moment the connection between the mobile node and its receiver is degraded due to its
movement. Without the hand-off mechanism, the mobile node continues to send data packets to
a receiver outside its transmission range which leads to the loss of these packets. On the other
hand, with the mechanism, the mobile node stops the transmission, and it will start searching
for a receiver with an acceptable signal, then it begins its transmission again.

Figure [5.26] proves the efficiency of the hand-off mechanism, as the mobile node success-
fully finds a receiver and the ratio of the number of sent packets to the total number of packets
reaches 1.
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Figure 5.26: The ratio of the number of sent packets to the total number of packets with MEH-
MAC (in blue) and its improved version (in red).

5.7 Comparison with Recent Works

The majority of MAC protocols developed for WSN do not integrate both mobility and
harvesting aspects as described in previous sections (Section [5.1]and Section[5.2). MEH-MAC
combines the two concepts in the same framework, managing the challenges posed by each of
them. In this section, we will summarize the most recent works in the field in order to compare
them with the proposed protocol. Table[5.3]below sums up the most important evaluation criteria
for these works.

5.8 Conclusion

The proposed protocol in this paper is a MAC protocol designed for dynamic and energy
harvesting sensor networks. Thus, the network consists of static and mobile nodes where the
nodes are supplied with recoverable energy. For mobile nodes, a stable power supply is es-
sential. For this, we proposed to take advantage of mobility in order to generate energy. As
an example, we took a animal’s movement condition to validate the model. Regarding access
to the medium, the nodes follow an asynchronous policy. When a receiver is ready to receive
packets, it sends a beacon to the transmitters. When a mobile node arrives, it has the priority
in sending or receiving packets to ensure that it finishes its job before the next movement. On
the other hand, in order to ensure that all nodes are operating in their sustainable states, a static
node cycle adjustment mechanism similar to that proposed in ODMAC [94] is used. In order
to validate the proposed protocol, modelling and probabilistic validation were established using
UPPAAL-SMC. The obtained results confirm the specification of the protocol and validate its
proposal. As a future work, we considered the implementation and application of the protocol
in a real environment.
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General Conclusion

Thesis summary

The main limitation of the sensor nodes used in WSNss is the limited battery capacity with
the difficulty of changing them, so that several solutions have been proposed to maximize their
lifetime. Energy saving in MAC layer is basically achieved by energy-aware MAC protocols
through minimizing packet collisions, idle listening, overhearing and especially turning off the
radio as much as possible. While these protocols help prolonging the sensor lifetime, this latter
remains bounded and finite. Energy harvesting is an alternative approach that is being applied
to extend WSN lifetime. Therefore, sensor nodes are able to convert harvested energy from the
surrounding environment sources into electricity to power themselves. Since ambient energy
availability is random and irregular in nature, proper MAC protocols are needed to accurately
check the remaining power in nodes.

On the other hand, the introduction of mobility in WSNs offers multiple benefits such as
extending the network coverage, improve the routing performances or the overall connectivity.
However, it also poses several challenges such as frequent topological changes, intermittent
connectivity, increase in collision rate and consequently an increase in energy consumption.
Green computing and more specifically energy harvesting is a promising technology to solve
this problem. By combining energy harvesting technologies with mobility, efficient computing
performance can be achieved.

Efficient sensor data transmission depends on the correct behaviour of MAC protocols.
Therefore, it is important to choose a technique to verify the behaviour of these protocols before
its implementation. Some drawbacks can be discovered by simulations and testing. However,
formal verification techniques such as model checking, which enumerates all possible paths and
automatically checks specified properties, have become a suitable option for system validation.
Formal verification has proved its usefulness in WSNs where many works use it to validate their
proposals.

The contributions in this thesis revolve around the use of formal techniques in the develop-
ment and evaluation of WSNs. The work carried out consists of:

e Proposing a stochastic model representing the 802.11 MAC protocol, and a probabilistic
evaluation of the system performance.

e Modelling and formal verification of a MAC protocol designed for EH-WSNs networks
using statistical model checking.

e Finally, the proposal and the formal evaluation of a new MAC protocol for dynamic sensor
networks powered by ambient energy.

Future directions

In order to extend the work carried out in this thesis, we propose the following topics:

e Carry out an implementation of the proposed protocol and validate the model in system-
atic field experiments.

e Address other layers, especially the network layer, to improve the protocol.

e Propose optimizations to existing model-checking algorithms.
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