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Abstract

The spread of plant diseases can lead to significant losses in various aspects, including economic and

material losses. However, the most severe losses are those that affect human health due to the negative

effects of consuming diseased or nutrient-deficient plants. Since tomato cultivation is a crucial agricultural

activity in Biskra, Algeria, as it constitutes a large part of the country’s agriculture and is cultivated in sev-

eral regions, we targeted this plant for our study. Tomatoes are susceptible to many diseases, particularly

in greenhouse environments where there are optimal conditions for bacteria and insect growth. Despite

the widespread interest in tomato cultivation, diseases are still a major concern, particularly in greenhouse

environments.

We searched for the types of diseases prevalent in Algeria, specifically in the state of Biskra. It should be

noted that these diseases can affect all parts of the plant, including the stem, product, roots and leaves,

with certain symptoms indicating their presence. In this study, we focus on diseases that specifically affect

leaves, leaving clear symptoms on them.

In our work, we presented an effective method for detecting tomato diseases by making use of deep learning

techniques where we depend on the symptoms in both the product and the leaves for the diagnosis. Our

approach involved analyzing images from diverse datasets, including those obtained from greenhouses in

the city of Biskra. We used convolutional neural network techniques to achieve accurate disease detection

and classification.

Keywords — Tomato diseases, Plant Disease, Convolution Neural Network (CNN), Deep Learning,

Agriculture, PlantVillage



Résumé

La propagation des maladies des plantes peut entrâıner des pertes importantes sous divers aspects, y com-

pris des pertes économiques et matérielles. Cependant, les pertes les plus graves sont celles qui affectent

la santé humaine en raison des effets négatifs de la consommation de plantes malades ou carencées en

nutriments. La culture de la tomate étant une activité agricole cruciale à Biskra, en Algérie, car elle con-

stitue une grande partie de l’agriculture du pays et est cultivée dans plusieurs régions, nous avons ciblé

cette plante pour notre étude. Les tomates sont sensibles à de nombreuses maladies, en particulier dans

les serres où les conditions sont optimales pour la croissance des bactéries et des insectes. Malgré l’intérêt

généralisé pour la culture de la tomate, les maladies restent une préoccupation majeure, en particulier dans

les environnements de serre.

Nous avons recherché les types de maladies prévalant en Algérie, plus précisément dans l’état de Biskra.

Il convient de noter que ces maladies peuvent affecter toutes les parties de la plante, y compris la tige, les

produits, les racines et les feuilles, certains symptômes indiquant leur présence. Dans cette étude, nous

nous concentrons sur les maladies qui affectent spécifiquement les feuilles, laissant des symptômes clairs sur

celles-ci.

Dans notre travail, nous avons présenté une méthode efficace pour détecter les maladies de la tomate en

utilisant des techniques d’apprentissage en profondeur où nous dépendons des symptômes du produit et des

feuilles pour le diagnostic. Notre approche consistait à analyser des images provenant de divers ensembles

de données, y compris celles obtenues à partir de serres dans la ville de Biskra. Nous avons utilisé des

techniques de réseau neuronal convolutionnel pour obtenir une détection et une classification précises des

maladies.

mots clés - Maladies de la tomate, maladies des plantes, réseau de neurones à convolution (CNN),

apprentissage en profondeur, agriculture, PlantVillage
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General Introduction

Scientific advancements have contributed to helping humans gain a deeper understanding of the en-

vironmental conditions that plants require, such as temperature and humidity, and creating mechanisms

to provide and control these conditions, such as agricultural greenhouses, for the purpose of producing

vegetables out of season, increasing production, and reducing the risk of crop spoilage[27].

Crop diseases are a sensitive issue in agriculture and one of the main factors limiting its sustainability

[28]. Tomato cultivation is a significant part of agriculture in Algeria and is practiced in many important

climatic regions in the country, including Biskra state [29], famous for producing high-quality tomatoes out

of its season by cultivating them in plastic greenhouses. However, the latter provides an ideal environment

for the spread of many pests and diseases that threaten crops that are difficult to identify and require early

treatment to prevent their spread. Therefore, some farmers lack the experience to identify tomato plant

diseases, which may lead to their incorrect estimation of the disease and its improper treatment, ultimately

affecting the plant’s health, and nutritional value, and reducing production [28].

Field investigations by plant protection experts are a traditional way of warning for tomato diseases and

pests are long and slow, hindering timely treatment of diseases and pests. With rapidly growing technology,

the involvement of artificial intelligence (AI) in agriculture and vegetation can contribute to sustainable

development [30] Therefore, identification methods are needed. Convolutional Neural Networks (CNN)

outperform other methods without pre-processing of images. Therefore, they have been used in many fields

besides agr iculture[31]. CNN reassembles regular neural networks, but it has a fascinating feature that

includes weighted neurons and learned bias. Each neuron takes some input, then performs a dot product,

and finally a non-linear product[32].

CNNs operate similarly to traditional neural networks, but they possess unique features such as weighted

neurons and learned bias. Each neuron receives input, performs a dot product calculation, and applies a

non-linear function to generate an output[33].

Our objective is to develop a software application aimed at assisting individuals engaged in tomato cul-

tivation or studying tomato diseases. This program will empower users to identify different diseases by

analyzing images of tomato leaves and other tomato-related products. The software will leverage a com-

prehensive dataset comprising images of tomato leaves, produits, and tomatoes themselves.

Objective of the Work

This dissertation consists of four chapters, an introduction and a general conclusion. It is organized as

follows:

• General Introduction: The work commences with a general introduction, providing an overview

of the research topic and presenting the fundamental ideas and content explored within.
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• chapter 1: This chapter covered several important basic concepts in the field of deep learning.

• chapter 2: In this chapter, we touched on many topics, including various aspects related to tomato

cultivation, and its importance at the global level and in Algeria. We also provided an overview of

tomato diseases, their classification, and methods of detection.

• chapter 3: In this chapter, the design and implementation process of the system are presented,

including an explanation of how the work was conducted, data preparation, and the creation of a

comprehensive system structure. The chapter provides a detailed description of the data preparation

process, supported by visual illustrations, as well as the code utilized for system development.

• chapter 4:In the last chapter,we presented the obtained results, and discussed how the difference in

the dataset affects the model.

• General Conclusion: Our report encompasses a comprehensive summary and offers insights into

future perspectives for this research project.
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Chapter 1

Machine Learning & Deep Neural Networks

1.1 Machine Learning & Deep Neural Networks

1.2 Introduction

Deep learning, a branch of artificial neural networks, has emerged as the most widely used computational

technique in machine learning due to its ability to learn from large datasets. It has proven to be successful in

a wide range of traditional domains, including cybersecurity, natural language processing, bioinformatics,

robotics and control, and medical information processing, surpassing established machine learning tech-

niques. The scalability and flexibility of deep learning have made it a popular choice in these fields [34].

One particular class of artificial neural networks called Convolutional Neural Networks (CNN) has gained

popularity in computer vision tasks, and is now being applied in various domains, including radiology.

CNN can learn spatial hierarchies of features by using multiple building blocks such as convolution layers,

pooling layers, and fully connected layers through a backpropagation process[35].

This chapter will provide an introduction to Machine Learning and explore its various types. Additionally,

we will delve deeper into Deep Learning and discuss some of its architectures. Finally, we will examine

both artificial and biological neurons and their functions.

1.3 Machine Learning

1.3.1 Definition

One of the most renowned AI researchers defines machine learning as a field of research that enables

machines to learn without explicit programming. The aim of machine learning is to enhance the efficiency

of data processing by machines. Sometimes, the information extracted from data cannot be interpreted

by humans, and in such cases, machine learning is applied. Machine learning involves constructing and

evaluating algorithms for data analysis. It involves selecting effective features for pattern recognition,

classification, and prediction based on models derived from existing data. The demand for machine learning

is on the rise due to the availability of vast amounts of data. Mathematicians and programmers use various

approaches to address this challenge of handling large datasets [36],[37].
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Figure 1.1: Type of Machine Learning[1].

1.3.2 Types of Machine Learning

There are four types of machine learning algorithms:

1.3.2.1 Supervised Learning

Supervised learning is often used in classification problems because the goal is often to teach the computer

a classification system that we have created. More generally, learning about classification is appropriate

for any problem where the derivation of the classification is useful and the classification is easy to deter-

mine. In some cases, it is not even necessary to assign a default classification to each problem if the agent

can develop the classification itself. This would be an example of unsupervised learning in the context of

classification. Again, number recognition is a common example of classification learning [38].

Figure 1.2: Supervised Learning[2].
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In supervised learning , regression and classification are two fundamental types of problems. In regres-

sion, the output variable is a real or continuous value, such as ”price” or ”geographical location”. On

the other hand, classification involves predicting one of a set number of known categories as the output

variable, such as ”cat” or ”dog”, ”positive” or ”negative”. Understanding the distinction between these

two types of problems is crucial for selecting and applying appropriate machine learning algorithms[3].

Figure 1.3: Overview of supervised learning: Input examples are categorized into a known set of classes[3].

1.3.2.2 Unsupervised Learning

It’s called unsupervised learning because, unlike supervised learning, there are no right answers and no

teachers. Algorithms are left alone to discover and represent an interesting data structure. Unsupervised

learning algorithms learn various features from data. When new data is entered, it uses previously learned

functions to recognize the data class. It is mainly used for grouping and compressing functions[37].

Figure 1.4: Unsupervised Learning[2].

Clustering is a common unsupervised learning technique used in statistical data analysis, machine learning,

data mining, pattern recognition, image analysis, and bioinformatics to identify natural groupings or clusters

within multidimensional data based on some similarity measure. The process involves grouping similar
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objects into different clusters or subsets, according to some defined distance measure. Researchers from

various fields actively work on the clustering problem, with different representative clustering methods

available[39].

Figure 1.5: Overview of unsupervised learning, Input samples are grouped into clusters based on the
underlying patterns[3].

1.3.2.3 Semi-supervised Learning

Semi-supervised learning is a hybridization of the supervised and unsupervised methods because it works

on two types of data labeled and unlabeled data. Thus, it falls between ”unsupervised” learning and

”supervised” learning. In the real world, labeled dates may be rare in various contexts, and unlabeled

dates are plentiful where semi-supervised learning is useful. The ultimate goal of a semi-supervised learning

model is to produce a better result for the prediction than the one produced using only the tagged data from

the model. Some application areas where semi-supervised learning is used, include machine translation,

fraud detection, data labeling, and text classification[40].

Figure 1.6: Overview of semi-supervised learning. The clusters formed by a large amount of unlabeled data
are used to classify a limited amount of labeled data[3].

1.3.2.4 Reinforcement Learning

Reinforcement learning (RL) has a main problem in the learner or the agent included in an environment,

where the agent must progressively improve the actions it selects in response to each situation or environ-
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mental state. It is critical that, in contrast to supervised learning, the agent does not receive any explicit

feedback that directly points to the right actions. Instead, each action triggers an associated reward signal

or no reward signal, and the RL problem is to incrementally update the behavior to maximize the cumu-

lative reward over time. Because the agent is not directly told what to do, it must explore alternative

actions, collect information about the results they achieve, and so gradually move toward policies of reward

maximizing behavior[41].

Figure 1.7: Reinforcement Learning[4].

The basic structure of reinforcement learning is depicted in Figure 1.7, where the agent observes the states

of the environment and takes actions accordingly. Subsequently, the environment provides a reward based

on the actions taken. The primary goal of the agent is to maximize its overall reward throughout the

decision period[4].

1.4 Natural neural network

The human brain consists of a lot of interconnected neurons. Each neuron is a cell that performs a simple

task, such as responding to an input signal [42]. Network biology can integrate, represent, interpret and

model complex biological systems [43]. Natural neurons receive signals through synapses located on the

dendrites or neuron membrane. When the received signals are strong enough (above a certain threshold),

the neuron fires and sends a signal down the axon. This signal can be sent to another synapse and activate

other neurons[44].
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Figure 1.8: Biological Neuron[5].

1.5 Artificial Neural Networks (ANNs)

1.5.1 Definition

Artificial neural networks (ANN), also called neural networks or connectionist models, are mathematical

models inspired by the architecture of biological neurons such as the human brain [45]. Artificial neural

networks are a set of preprocessors running in parallel and these processors are highly interconnected. Each

preprocessor converts the information it receives into an output[46].

In Figure 1.9, a detailed view of a single neuron located in the hidden or output layer is presented. The

soma of each neuron is connected to a set of input arcs, labeled as I0 to In. The weights assigned to each

arc act as multipliers for any values that are transmitted to the neuron. To compute the output of the

neuron, equation (1) is utilized, which involves adding up the values of all the inputs [47].

y = f

 n∑
j

WjIj + b

 (1.1)

where :

y is the output of the neuron.

f () is the activation function.

Wj is the weight of the inputs.

Ij is the value of the i-th input.

b is the bias term.

In equation (1) an additional term b , has been included called a bias [47].
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Figure 1.9: The Structure of Artificial Neuron[6].

Figure 1.10, show the differences between Artificial and biological neuron.

Table 1.1: Comparison of Biological and Artificial Neurons

Entity Biological Neural Networks Artificial Neural Networks

Processing Units Neurons(cell) Nodes or Units

Inputs Dendrites Arcs

Outputs Axons Arcs

Interlink age Synaptic Contact(Synapses) Node to Node Via Arcs & Interconnection Weighted

ANN comprises three layers: input, hidden, and output. Each layer is composed of a cluster of artificial

neurons. The input layer receives input data, which is then processed through the hidden layers, and

finally, the output layer produces the desired output. Each layer contains an array of artificial neurons,

also called nodes, which process and transmit information. A fully connected neural network contains

connections between all neurons in any given layer with those in the previous and next layers. Artificial

neurons are mathematical models that emulate various features of biological neurons. Figure 1 illustrates

the similarities between the components of biological neurons and their mathematical counterparts. The

input layer of the ANN stores a set of input parameters, with each input variable represented by a neuron

[7].
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Figure 1.10: Biological Neuron and Artificial Neuron[7].

1.5.2 Basic Concepts and Components of ANNs

In this section we show the basic concepts and components of ANNs:

1.5.2.1 Structure of ANNs

An Artificial Neural Network Architecture consists of three layers.

1.5.2.1.1 Input layer

Data enter the artificial neural network from the outside world through the input layer. This layer is respon-

sible for not only receiving information (data) but also defining signals, characteristics, or measurements.

These inputs are usually normalized to the limit values produced by the activation functions. This nor-

malization leads to better numerical accuracy for the mathematical operations performed by the network,

after which it moves on to the next layer[48].

1.5.2.1.2 Hidden layer

The hidden layer receives the raw information from input layer and then processes it to extract relevant

features and generate output signals for the next layer [49]. The hidden layer is responsible for performing

the majority of internal processing within the neural network [48].

1.5.2.1.3 Output layer

Composed of neurons, the output layer is responsible for producing and presenting the final network outputs

that result from the processing performed by the neurons in the previous layers of the Artificial Neural

Network (ANN) [48].

10



1.5.2.2 Activation functions

An Activation Function, which is also referred to as a Transfer Function, can be inserted between two

neural networks [50]. play a critical role in artificial neural networks by transforming the input signal into

an output signal, which is then passed to the next layer in the network. In an artificial neural network, the

output of a particular layer is obtained by calculating the sum of products of inputs and their corresponding

weights, which is then processed by an activation function. This output is then used as the input for the

next layer in the network [8].

1. Linear Activation Function

The activation function is linearly proportional to the input. It can be defined as follows:

F (x) = ax (1.2)

The value of variable a can be any constant value selected by the user. Here, the derivative of the

function f(x) is not zero but equals the value of the constant used a. There is not much benefit to

using a linear function because the neural network will not improve the error due to the same slope

value for every iteration. In addition, the network will not be able to identify complex patterns from

the data. Therefore, linear functions are ideal when interpretability is required and for simple tasks

[8].

2. Sigmoid function

The sigmoid function is a type of function that transforms values into the range of 0 to 1 [8]. It is

defined as:

F (x) = 1/(1 + e( − x)) (1.3)

A Sigmoid function is a type of real function that is both bounded and differentiable, and is defined

for all real input values with a positive derivative at every point. It exhibits a satisfactory level of

smoothness and is an appropriate extension of the soft limiting non-linearities used in neural networks.

This type of function is characterized by rapidly approaching a fixed, finite upper limit as its argument

gets large, and rapidly approaching a fixed, finite lower limit as its argument gets small, approaching

these limits asymptotically[51].

Figure 1.11: Sigmoid function[8].
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3. Rectified linear unit (ReLU) Rectified linear unit (ReLU) activation has solved the problem of

leakage and gradient explosion as a derivative of unity for positive values and many popular networks

use it as an activation function for input/hidden layer. The ReLU behaves like an identity function

f(x) = x for all positive x and otherwise is said to be :

ReLU(x) = max(0, x) (1.4)

Even though the differential of ReLU is not a function continuous, but it is defined over the entire

input range (1 for positive x and 0 for the opposite). As ReLU continues to be the most common

support function for most DL architectures, variants of ReLU are being developed, such as Leaky

ReLU Randomized, Leaky ReLU, and Parametrized ReLU [52].

Figure 1.12: Rectified linear unit (ReLU)[8].

4. Softmax function

The softmax function is constructed by combining several sigmoid functions, where each sigmoid

function produces a probability value between 0 and 1 for the data points belonging to a specific

class [8]. The softmax function is frequently utilized as the final layer in deep learning classification

tasks, as well as in other operations like attention mechanisms. Despite its widespread usage, the

softmax function has been heavily scrutinized, leading to the exploration of alternative approaches.

The softmax function, unlike sigmoid functions that are employed for binary classification, is designed

for handling multiclass classification problems. For each data point across all classes, the function

produces a probability value that corresponds to its respective class[53]. The mathematical expression

for the softmax function is given as:

σ(yi) =

 eyi∑
j

eyj

 j = 1, ..., n[54] (1.5)
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1.6 Deep Learning

1.6.1 Definition

Deep Learning (DL) is a neural network with a multitude of layers and parameters. Deep learning methods

always use neural network architectures. and they are also called deep neural networks and were taken from

machine learning[55]. ”Deep” is a technical term and refers to the number of ANN layers. There are three

types of layers: input layer (receives input data), output layer (produces the result of data processing),

and hidden layer (extracts patterns from data). Like surface RNA (single hidden layer), deep RNA has

multiple hidden layers that enable it to perform even the most complex tasks. Simply put, DL works great

with unstructured data and has higher accuracy than ML, but requires a huge amount of training data and

expensive hardware and software[56].

1.6.2 Deep Learning Architectures

The number of architectures and algorithms that are used in deep learning is wide and varied. this section

explores deep learning architectures:

1.6.2.1 Recurrent neural networks (RNNs)

Recurrent Neural Networks (RNNs) are a class of neural networks that are well-suited for processing

sequential and time-series data. They are designed as an extension to feedforward networks, allowing

the processing of variable-length and even infinite-length sequences. RNNs use feedback loops to process

data, where the output of a neuron is fed back into the network as input for the next iteration, enabling

the network to maintain an internal state or memory of previous inputs. Popular recurrent architectures

used in RNNs include long short-term memory (LSTM) and gated recurrent units (GRUs). RNNs have

become increasingly popular in recent years, finding applications in various fields, such as natural language

processing, speech recognition, and image captioning [57, 58].

1.6.2.2 Convolution Neural Network (CNNs)

1.6.2.2.1 Definition

The creation of Convolutional neural networks (CNN) has been for years ago [59],and have shown big popu-

larity partially because of their success in image classification this day [60]. A convolution neural network is

a multi-layer artificial neural network specially made to solve two-dimensional input data problems. witch

have different architectures; however, in general, they consist of convolutional and pooling layers, which are

grouped into modules. one fully connected layer or more. Modules are placed on top of each other to make

a deep model. An image is an input to this kind of network, and this is followed by stages of convolution

and pooling. Thereafter, the model feeds one or more fully connected layers for classification. Finally, the

last layer outputs the class label [61].

1.6.2.2.2 Convolution Neural Network Layers

CNN analyzes data in only its receptive area In the same way as neurons in the biological vision system

Each neuron in the human brain has its own receptive field and is connected to other neurons in order to

cover the full visual field[62].
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Figure 1.13: Architecture of a Convolutional Neural Network (CNN) [9].

1. Input Layer

A computer image is built of blocks of pixels ranging from 0 to 255, where the pixel value specifies

each pixel’s brightness and hue [63].

2. Convolutional Layer

The CNN contains a collection of layers that perform feature extraction, using two basic operations:

2.1 Convolution

Multiple filters of the convolutional layer slide over the layer for the given input data. Then the

sum of the element-by element multiplication of the filters and the input field is calculated as the

output of this layer. The total weight is set as an element of the next layer. Each convolution

operation is specified by stride, filter size, and zero padding. The stride, which is a positive

integer, determines the slip step[64].
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Figure 1.14: Convolution Layer[10].

2.2 Pooling The purpose of pooling is to convert the representation of common features into a

more usable one that preserves important information while removing irrelevant details. The

use of this layer in CNN aims to achieve invariance to changes in position or lighting conditions,

robustness to clutter, and compact representation. In general, the pooling layer summarizes the

outputs of neighboring groups of neurons in the same kernel map[65].

2.2.1 Pooling Methods

There are two pooling methods commonly used in CNNs:

• Max Pooling Method CNNs are usually using Maximum pooling because of no need to

change the parameters. it is a way that helps to optimize the size of the feature map while

ensuring translation invariance across the network. which is done by choosing the largest

value in the feature map. The Maximum pooling technique identifies the largest element in

each joining area[66].

Figure 1.15: Max Pooling operation[10].
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• Average Pooling Method The average pooling used for the feature extraction, the first

convolution-based deep neural network. This layer works by downsampling, taking votes in

rectangular areas of the pool, and calculating the averages of each[65].

Figure 1.16: Average Pooling operation[11].

3. Fully Connected Neural Network

the final layer in the prosses of the convolutional neural network. Usually, the feature map is flattened

before it is passed to the neurons. It is not easy to track the data after the flatting because of the

huge number of hidden layers and different weights for the output of each neuron[67].

Figure 1.17: Fully-Connected Neural Network[12].

1.6.2.2.3 Convolutional Neural Networks for Image Classification

Computer vision is a study of how to use the simulation of human visual science, and this process is done

by collecting images, analyzing them, and processing them to extract their main features and identify the

target and the object from the image, as the essence of the classification is to extract the features[68]. In the

field of image classification, convolutional neural networks have shown a lot of achievements in extracting

features from images. Compared to traditional manual methods of extraction Advantages CNN achieves

faster, more reliable and robust results[69]. In order to train a CNN model effectively, it is crucial to have

a large and well labeled dataset that corresponds to the specific field of study. For instance, datasets may

be available that focus on a group of diseases, where each disease has its own set of files that include

images showcasing its distinct symptoms. Additionally, it is important to fine tune the parameters of the

model, such as adjusting the tuning grid and input settings (e.g. weights, image size, filter size, number of

convolutional layers) to optimize performance[70].
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1.6.2.2.4 Common CNN Architectures

Convolutional Neural Networks (CNNs) are a type of neural network used in image recognition, natural

language processing, and other areas. Some common CNN architectures include:

1. LeNet

In Convolutional Neural Network the most popular architect that was accustomed to reading zip

codes, and digits are LeNet which was developed by Yann LeCun in 1990 and enhanced in 1998[71].

Figure 1.18: The LeNet architecture[13].

2. AlexNet

AlexNet is CNN architecture, which makes the convolutional neural network popular in Computer

vision, developed by Alex Krizhevsky, Ilya Sutskever, and Geoff Hinton .it had a similarity to the archi-

tecture LeNet. Later, in 2012 AlexNet was presented to the ImageNet ILSVRC challenge and consider-

ably performed better than the second runner up but more profound, more significant architecture[71].

Figure 1.19: The AlexNet architecture[14].

3. VGGNet

Karen Simonyan and Andrew Zisserman are the developers of VGGNet which was created to show

that depth is one of the important factors for well given accuracy. the total forme contains 16

CONV/FC layers .3x3 convolutions and 2x2 pooling from the start to the end.. created to show that

depth is one of the important factors for well given accuracy. the total form contains 16 CONV/FC

layers .3x3 convolutions and 2x2 pooling from the start to the end [71].
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Figure 1.20: The VGGNet architecture[15].

1.6.2.3 Generative Adversarial Networks(GANs)

Adversarial networks are artificial intelligence algorithms developed to find a solution to the problem of

generative modeling. It is a modern technique used for learning in both semi supervised and unsupervised

mode where the collection of learning examples and learning probability is the intermediate goal of the

algorithm. GAN is the most successful generation model as it has been applied to challenging types of

tasks, but still shows unique research challenges and opportunities because it is based on game theory

while most other approaches to generative modeling are based on optimization. In a previous study,

researchers [72] proposed describing this technique through Training a pair of networks to compete with

each other proposed describing this technique through Training a pair of networks to compete with each

other [73]. GANs are widely considered to be the most successful generative models (especially for their

ability to generate photorealistic, high resolution images). It has been implemented for some tasks like

creating images from descriptions, optimizing low resolution images, detecting objects, translating images

by images, and many other applications [74].

1.7 Transfer Learning

In order to improve a learner’s level in a particular domain by transferring information from a related

domain, we use transfer learning [75].Inspired by the human mind’s ability to transfer knowledge across

tasks, we use transfer learning to improve learning performance or reduce the number of labeled examples

required in the target domain by utilizing knowledge from the source domain. Transfer learning has been

shown to have broad applicability, for example in image classification, sentiment classification , dialogue

systems , and urban computing [76]. Transfer learning is a tool in machine learning to find the solution

to insufficient training data problems. It is basic to transfer knowledge from the source to the target by

minimizing the value of training data and test data not must be independent and identically distributed

This will lead to a great positive effect on many domains that are difficult to improve because of insufficient

training data[77].
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1.8 The Perceptron

The perceptron is one of the most widely used neural networks for approximation,classification, and pre-

diction problems.

1.8.1 Single Layer Perceptron

An artificial neuron, also known as a formal neuron, is a finite algebraic function that is non-linear. Although

the complexity of real neurons is difficult to model, artificial neurons are composed of variables referred to

as inputs, such as synapses, which are multiplied by parameters known as weights representing the signal

intensities, and then computed using a mathematical function that determines the neuron’s activation.

The output of an artificial neuron is typically calculated by another function, which may be an identity,

sometimes based on a specific threshold. Artificial neural networks connect these artificial neurons to

process information[44].

1.8.2 Multilayer perceptron

Perceptron Multi-Layer Network is a network model which contains , hidden layers whose function is to

perform intermediate processing for better prediction, unlike formal neurons which only have the input and

output layers. These architectures make use of functions that are nonlinear such as the hyperbolic tangent

function or logistic function to activate neuron outputs. We can educate with these models a network with

several hidden layers and neurons. Thus, the more layers there are, the deeper the network and the richer

the model becomes. It is Deep Learning [78].

Figure 1.21: Multilayer perceptron[16].

1.9 Conclusion

In this chapter, we provided a comprehensive examination of machine learning and deep learning techniques.

We covered fundamental concepts related to model optimization in the field of machine learning, with
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a particular focus on Deep Neural Networks classifiers. Additionally, we delved into the intricacies of

Convolutional Neural Networks (CNN) and explored their various layers.
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Chapter 2

Tomato Plant Diseases

2.1 Introduction

Agriculture plays a crucial role in providing the primary and essential source of income for many countries

worldwide. It involves the cultivation of crops and raising animals for various products, including food

and fiber. Unfortunately, diseases affecting plants and crops pose a significant threat to their production,

leading to economic losses. These diseases manifest in various parts of the plants, but their symptoms are

most commonly visible on leaves. In this chapter, we will explore agriculture and plant diseases, with a

focus on the tomato plant and their potential impact on human health.

2.2 Agriculture

Agriculture signifies the different ways in which human life is continued with the availability of crop plants

and domestic animals by providing food and other products [79].It is a complete system of plant and animal

production practices Producing sufficient quantities of high-quality food, preserving resources, and being

both environmentally friendly and profitable are what farms should aim for. Instead of using fertilizers,

a sustainable farm relies on natural processes and renewable resources sourced from the farm itself. that

can benefit : (a) Food and animal self-sufficiency; (b)high-quality environment; (c) Rational and practical

use of materials needed for cultivation, biological cycles, and appropriate preparations (d) Contribute to

raising the economy in terms of agriculture; and (e)Improving the livelihood of farmers[80].

2.3 Nutrition and Safety of Plant-Based Foods: Impact on Human Health

The relationship between plant health and human health is complex and multifaceted, with numerous

factors influencing the overall impact on human health. One important factor is the nutritional content of

plants, which can vary greatly depending on factors such as soil quality, weather conditions, and farming

practices [81]. For example, studies have shown that organic farming practices can lead to increased

levels of beneficial nutrients such as vitamin C, iron, and magnesium in products and vegetables [82].

Additionally, plants that are grown in soil that is rich in nutrients and microorganisms can have higher

levels of phytochemicals, which have been linked to a reduced risk of chronic diseases such as cancer and

heart disease [83]. On the other hand, the use of pesticides and other chemical fertilizers can have negative

impacts on both plant and human health. Exposure to pesticides has been linked to a range of health issues,
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including cancer, Parkinson’s disease, and reproductive problems [84]. Furthermore, the use of chemical

fertilizers can lead to soil degradation and nutrient depletion, which can ultimately impact the nutritional

quality of plants [85]. Overall, promoting plant health through sustainable farming practices is essential

for ensuring the long-term health and well-being of both plants and humans.

2.4 Tomato Definition

Nowadays, Tomato (Solanum lycopersicum ) is an important crop plant grown worldwide, and its produc-

tion and consumption continue to increase. This popular vegetable is known as a major source of important

nutrients including lycopene, beta carotene, flavonoids, vitamin C, as well as hydroxycinnamic acid deriva-

tives. Moreover, this crop has achieved immense popularity, especially in recent years with the discovery

of lycopene’s antioxidant activities and anti-cancer functions [86].

Table 2.1: Tomato composition according to USDA Food Composition Data and Brazilian Table of Food
Composition (BTFC) [26]

Nutrien(Units) USDA BTFC

Water (%) 94.50 95.1

Energy (Kcal) 18 15

Energy (Kj) 75 64

Protein (g) 0.88 1.1

Total lipid (fat) (g) 0.20 NA

Vitamin C, total ascorbic acid (mg) 12.7 21.2

Carbohydrate (g) 3.92 3.10

Fiber, total dietary (g) 1.20 1.20

Calcium (mg) 10 7

Iron (mg) 0.27 0.20

Magnesium (mg) 11 11

Phosphorus (mg) 24 20

Potassium (mg) 237 222

Total lipid (fat) (g) 0.20 NA

Vitamin C, total ascorbic acid (mg) 12.7 21.2

Carbohydrate (g) 3.92 3.10

Fiber, total dietary (g) 1.20 1.20

Calcium (mg) 10 7

Iron (mg) 0.27 0.20

Riboflavin (mg) 0.019 Tr
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Niacin (mg) 0.594 NA

Manganese (mg) Vitamin C, total asco 0.114 0.07

Beta-carotene (µg) 449 NA

Alpha-carotene (µg) 101 NA

Lutein+zeaxanthin (µg) 123 NA

Magnesium (mg) 11 11

Phosphorus (mg) 24 20

Potassium (mg) 237 222

Sodium (mg) 5 1

Lycopene (µg) 2573 NA

Thiamin (mg) 0.037 0.12

Zinc (mg) 0.17 0.10

Copper (mg) 0.059 0.04

Ash (g) 0.50 0.50

Figure 2.1: Tomato (Solanum Lycopersicum)[17]
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2.4.1 Plant forms

In cultivated tomatoes, there are two types of tomatoes, indeterminate and determinate, the first being a

single vine usually formed to hold a stem with all the side shoots removed and the second ending. ends

with a flower cluster cease-fire. lengthen. Definite varieties develop during cold or short seasons and are

often earlier than indeterminate varieties. The products in this case ripens almost simultaneously, making

this plant suitable for mechanical harvesting. Due to the indeterminate shape, the tree is intended for

long-term production, if properly cared for, it will produce products continuously for a long time. The time

from planting to commercial maturity for early varieties is 50 to 65 days while for late varieties it is 85 to

95 days [87].

Figure 2.2: The tomato plant growth stages[18]

2.5 Tomato cultivation

Tomato cultivation depends on two methods:

2.5.1 Cultivation in the open field

Open-field farming is generally seen as a ”green” activity, one that has much less visual impact. As studies

confirmed that the cost of production is lower compared to other methods, and in addition, the price of

tomatoes grown in the fields is lower[88].

24



Figure 2.3: Tomato cultivation in the open field[19]

2.5.2 Cultivation in greenhouse

Tomatoes can be grown in all types of greenhouses, as long as they are tall enough to handle and train

the plants vertically. High light transmittance is very important and it varies from 70% to 81% in modern

greenhouses. In many countries above 50° north latitude, a Venlo-type greenhouse, consisting of a 1.5-

hectare block with a span of 3.2 m, is used[89].In the greenhouse, it is possible to control the environment

and those factors that affect the plant’s well-being, thereby keeping the tomato plant productive over a long

period of time[90]. Despite its high investment cost, multi-chamber greenhouses offer numerous advantages

compared to tunnel greenhouses and remain a highly effective tool for protected crop cultivation worldwide,

as long as their use is profitable, which can be achieved by producing more at lower costs [91].

Figure 2.4: Tomato cultivation in greenhouse[20]

25



2.6 Economic importance of tomato

2.6.1 Worldwide

Tomato is considered one of the most economically significant crops globally, with an estimated market

value of around USD 182 billion in 2020 [92]. It is the most widely produced vegetable worldwide, with

over 180 million tons produced in the same year [93]. Tomatoes are utilized for fresh consumption and

processing, such as in ketchup, sauces, juices, and canned tomatoes. The tomato industry provides employ-

ment to millions of people worldwide, ranging from growers and harvesters to processors and distributors.

Additionally, tomatoes play a vital role in global trade, with many countries exporting and importing large

quantities of tomatoes [94].

Figure 2.5: Tomato production percentage of the main producing countries worldwide 2019[21]

2.6.2 In Algeria

Tomatoes are one of the most important vegetable crops in Algeria, and they are cultivated in various

regions throughout the country [95]. However, Algeria remains a net importer of tomatoes, with an average

annual import volume of approximately 350,000 tons [96]. The tomato sector is significant in terms of

providing employment opportunities for both urban and rural residents. The Algerian government has

made attempts to support tomato production by offering subsidies and investing in irrigation infrastructure

[95]. However, the tomato industry in Algeria faces a variety of challenges, including high production costs,

low productivity, and competition from less expensive imports [97].
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2.6.2.1 Tomato area in greenhouses by Wilaya

In 2016, the Wilaya of Biskra occupies 49% of the national area of tomatoes in greenhouses, the second

wilaya is Tipaza which exploits 15% of the national area of tomatoes in greenhouses, the third the wilaya of

Chlef (10% of the area) and the fourth Mostaganem (6% of the national area dedicated to the cultivation

of tomatoes in greenhouses).

Figure 2.6: Tomato area in greenhouses by wilaya in 2016[22]

2.6.2.2 Tomato production in greenhouses by Wilaya

Biskra province led the production of fresh tomatoes in 2016, accounting for 26.39% of the national produc-

tion, thanks to its favorable climate for tomato cultivation. Tipaza follows with 4.12%, utilizing heating

systems in greenhouses. Chlef covers 3.34% of the national production of fresh products, while Algiers

accounts for 1.56% of the national production.

Figure 2.7: Tomato production in greenhouses by wilaya in 2016[22]
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2.6.2.3 Greenhouse tomato yield by wilaya

In 2016, Biskra achieved a yield of 1403.3 quintals per hectare due to the application of intensive greenhouse

agriculture and favorable pedoclimatic conditions for tomato cultivation, followed by Ain-Defla with a yield

of 1290.1 quintals per hectare, and Jijel with a yield of 1216.9.

Figure 2.8: Greenhouse tomato yield by wilaya in 2016[22]

2.6.3 In Biskra

The Sahara and its oases are characterized by sandy soil and low precipitation (less than 25 mm in some

regions). The state’s support programs for the development of Saharan agriculture and the national agri-

cultural development plan (PNDA) have eliminated climatic obstacles for farmers in the region. They are

now encouraged to intensify vegetable cultivation in the southern provinces by the installation of wells and

irrigation systems free of cost.As of 2002, vegetable cultivation in the area accounted for 11.02% of the

national area, with production estimated at 12.24% of the national total. Today, it is the primary supplier

of vegetables, particularly ”extra early” varieties, to different regions in the country. Biskra province takes

the lead among the 12 productive provinces in tomato production, with over 3 million quintals. El-Oued

is the second-largest tomato-producing region with a production of over 1 million quintals, followed by

Mostaganem in third place with a production of 939,128 quintals. Tipaza ranks fourth with a production

of 848,514 quintals [91]. Biskra had the highest yield in 2016 at 1403 quintals per hectare, followed by

Tindouf, Ain-Defla, and Chlef. After a decline in protected crops during the 1990s, much of the greenhouse

infrastructure potential was transferred to the south, particularly to Biskra. Recently, there has been a

surge of interest among greenhouse farmers, and subterranean crop cultivation has experienced significant

growth, particularly with the introduction of multi-chamber greenhouses. Currently, the total area of

greenhouses exceeds 7,000 hectares (2006), with 2,000 hectares located in the Biskra province, which had

the highest yield in 2016.

2.7 Tomato Diseases: Overview and Classification

While there are many diseases and pests that can afflict tomato plants, so can we Divide it as follows:
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2.7.1 Bacterial

Bacterial tomato disease is one of the most dangerous and devastating diseases affecting outdoor and

greenhouse crops. The bacteria are carried by aerosols and rain spray and enter the leaves through stomata

or wounds, where they multiply in the leaf. Symptoms of the disease include small black or brown necrotic

lesions (spots) that may be surrounded by chlorotic halos. Lesions also form on unripe and ripe tomatoes,

and this manifestation of the disease can reduce the product’s marketability[98]. Bacterial spot in tomato

causes severe yield and quality losses due to defoliation or lesions on the products[99].the disease on leaves

shows small, irregular, dark lesions that coalesce and can cause general yellowing of the leaves. Spots and

spots may appear on stems and petioles where they are indistinguishable. Infecting a flower with a bacterial

spot can be a fairly serious infection, causing the flower to drop early[100].

Figure 2.9: Bacterial Spot in Tomato[23]

2.7.2 Insectes

Tomatoes are susceptible to many types of insects, each specializing in attacking a specific part of the plant

(stem, products, leaf, etc.). The most common and widespread insect pests are whiteflies, which cause

heat retention, Mizu persicae , and the Tuta absoluta. The products can become contaminated with whole

insects, insect excrement, and insect parts [101]. Insects cause uneven ripening and a change in the internal

color of products, and they may cause serious damage to the leaves, which reduces the plant’s ability to

undergo photosynthesis. This affects its growth and development[102].greenhouse tomato crops are greatly

affected by the whitefly, which feeds on sap and secretes honeydew. These insects can cause sooty mold,

a fungal disease that manifests as a blackish layer on the leaves. This condition can significantly impede

photosynthesis and eventually suffocate the plants[103].
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Figure 2.10: Whitefly on tomato leaf[18]

2.7.3 Virus

Viral diseases cause the biggest severe yield losses and that makes tomato production shift to greenhouses.

These viruses include the tomato yellow leaf curl virus, tomato torrado virus, tomato spotted wilt virus,

tomato chlorosis, tomato chlorosis, Pepino mosaic virus, and some small viruses[104]. The virus is spread

by aphids or leafhoppers which can show leaf curl, a yellow or green mosaic pattern on leaves, leaving

leaves “light” or tan. The products are also affected by mosaic patterns, streaks, or speckled areas[105].

The tobacco mosaic virus (TMV) is widespread worldwide and can cause significant damage in fields and

greenhouses. TMV is one of the most stable viruses known. TMV can be transmitted through tomato

seeds, is readily transmitted mechanically by human activity, and may be present in tobacco products. The

virus is not spread by insects commonly found in greenhouses or fields[106]. Symptoms can be found at

any stage of growth and all parts of the plant are affected. Usually, infected plants exhibit dark or light

green spotting or mosaic with deformed young leaves and varying degrees of stunting. Severely affected

leaves may have a fern appearance and may have raised dark green areas. Product sets can be severely

reduced in affected trees [107].

Figure 2.11: Tobacco Mosaic Virus[24]
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2.8 The most common diseases

2.8.1 Worldwide

Table 2.2: Worldwide common diseases

Disease Symptomes image

Early blight characterized by dark and concentric lesions
on the leaf or produit surface. Severe attacks
often result in defoliation of the plant. The
disease affects the quality, quantity and pro-
ductivity of tomato produce[108].

[108]

Septoria leaf
spot

It first appears as small, water-soaked spots
that soon become circular spots about an inch
in diameter. The lesions gradually develop
grayish-white centers with dark edges.fungal
fruiting bodies appear as tiny black specks in
the centers of the spots[109].

[109]

Tomato Spi-
der mites

Warm, dry conditions favor rapid spider mite
population build-up and increased feeding
which, causes severe losses tomato crops. the
loss of leaf chlorophyll and the subsequent re-
duction in net photosynthetic rate causes leaf
discoloration often called bronzing[110].

[111]

Tomato
White Mold

the white mold symptoms start as water-
soaked lesions that rapidly expand and be-
come necrotic lesions with intense white
cottony fungal mycelium grown over them.
White mold control is challenging because of
its great capacity to survive. which can per-
sist viable in the soil and crop debris for many
years[112].

[112]

Tomato Mo-
saic Virus
(Tomv)

infected plants have a light or dark green
mottling or mosaic with distortion of younger
leaves, and stunting to varying degrees.
Severely affected leaves may have a “fernlike”
appearance and may show raised dark green
areas[113].

[113]
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2.8.2 In Algeria

Table 2.3: The most common diseases in Algeria

Disease Symptomes image

Tuta Abso-
luta

The invasion of an exotic and rapidly spread-
ing pest known as tomato leaf miner threat-
ens tomato production. it causes heavy losses
in tomato production. it can attack differ-
ent parts of the host plant. the larva is
the most dangerous stage that usually affects
plant leaves but can also be found in produits
and stems where [114].

[114]

Botrytis
Cinerea

The fungus often invades senescent or dam-
aged plant tissue. Since the fungus is able
to cause disease in plants at temperatures
down to 2°C, it causes many problems in post-
harvest chains. To establish successful infec-
tion on healthy, undamaged tissue [115].

[115]

Tomato
Yellow Leaf
Curl Virus
(TYLCV)

Plants are severely stunted with shoots be-
coming erect. Leaflets are reduced in size and
pucker. Leaflets curl upwards, become dis-
torted, and have prominent yellowing along
margins and/or interveinal regions. Flowers
wither. Plants will set very few produit af-
ter infection occurs; therefore any plants in-
fected before the flowering stage will produce
extremely low yields [113].

[113]

2.9 Detection Methods for Tomato Diseases

2.9.1 Traditionnel

The techniques to diagnosis of plant diseases are improving for long time. there is many facilities and

technologies are developed and introduced to ensure diagnostic reliability and speed. traditional diagnostic

methods make it possible to diagnose plant diseases in a timely the most importent methodses are:

Visual observation Visual observation is started from the place where the plant is grown, in which the

diseased plant is compared with a healthy plant in plant height, color, leaf shape, leaf density on the

branches, changes in the root system, and more. If there are foci of disease (necrosis or spots on the stems,

leaves, etc.), the uses of magnifying glass to cheeck presence of mycelium, sporangiophora or sclerotia

Microscopy microscopes are an important and widely used instrument For an accurate diagnosis high-

precision.

for microscopic the infected parts of the plant are brought to the laboratory Mycological diagnosis In
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the ‘moist chamber’ method, sick plant parts are placed in a high-humidity chamber (Petri dishes, etc.)

and incubated. In this case, due to favorable conditions, fungi in the infected tissues develop and begin

to manifest themselves. Biological assays or indicator plant tests. This method is widely used in the

detection of phytoviruses and phytoplasmas, along with other diagnostic methods. Biological diagnosis is

performed on indicator trees and herbaceous plants. Mechanical inoculation or injection is used to transmit

the infection to indicator plants. In this case, the leaves with symptoms of the disease are rubbed into a

healthy indicator plant, or a standard buffer[116].

2.10 Imaging Techniques and Visual Inspection

Diseases and pests are one of the factors that determine the quality of the product. image processing is a

way to identify plant diseases and pests[117]. DL methods have recently broken into many areas of scientific

research Among them agricultural and farming applications after being successfully used in various fields.

which can help farmers to manage their crops more efficiently by Automating the identification of plant

diseases, This is to increase the agricultural product. Detecting plant diseases on crops using images is a

difficult task. In addition to their detection, the identification of individual species is necessary to apply

appropriate control methods. A survey of research initiatives using convolutional neural networks which is

a type of DL[118].

2.11 Challenges in Tomato Disease Detection

The future development of DL technology still poses various challenges and obstacles encouraging its greater

use towards smarter, more sustainable and safer agricultural productivity[119]. Accurate identification and

classification of plant diseases is essential to the well-being of agriculture. Manual disease detection in

crops involves various barriers as significant efforts in terms of cost, manpower and expertise are required

to accurately identify crop diseases. In addition, considering factors such as farming scale, different types of

diseases and similar symptoms of different diseases, it is difficult for farmers to accurately and timely detect

these diseases, which also affects negatively affected the yield. such as the quality of the crop[120]. The

CNN samples are limited in their ability to process the original image data in its unstructured form.Deep

learning systems require system engineering and design expertise to extract features from unstructured data

into a feature vector through which subsystems can typically detect and classify feature’s specific patterns

in the input data. One of the ways to improve the accuracy of CNN models is to use large datasets so that

the machine can improve its learning rate[121] The training images used must contain different samples

taking into account different environments as well as lighting parameters. However, increasing the dataset

size also increases the storage cost as well as the computational penalty[120].

2.12 Related Works

In[122]created a CNN model that gives 99.18% accuracy trained with 14828 images of tomato leaves infected

with nine diseases. In [123] 2018, Belal A. M. Ashqar, and Samy S. Abu-Naser trained a deep convolutional

neural network with a dataset of 9000 images containing infected and healthy Tomato leaves in specially

controlled conditions the accuracy given 99.84% whene they trained model demonstrating the feasibility of

this approach. In [124], Mohit Agarwal et al. talks about disease detection and classification using a CNN-

based approach. the model that we created is a collection of three convolution layers and three pooling
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layers. The classification accuracy varies from 76% to 100%for for the 9 diseases and 1 healthy class in 2020

India. A deep convolutional neural network was trained using the PlantVillage dataset with 14,903 images

of diseased and healthy leaves The trained model achieves test accuracy of 99.25% the work is done by

Akshay Kumar al [125]. As early as 2020 Murk Chohan al [126] Use a dataset of 54,306 images of diseased

and healthy leaves collected under controlled conditions, the DCNN is trained to identify not just tomato

plants but 14 crop species and 26 diseases The trained model shows an excellent result with an accuracy of

99.35% on a held-out test set.YANG ZHANG al [127] decide to develop tomato disease detection methods

based on deep convolutional neural networks and object detection models. Two different models, Faster

R-CNN and Mask R-CNN, are used in these methods, where Faster R-CNN is used to identify the types of

tomato diseases, and Mask R-CNN is used to detect and segment the locations and shapes of the infected

areas.

2.13 Conclusion

In conclusion, plant diseases pose a significant threat to agriculture and the economy. They can cause a

decline in production quantity and quality, leading to significant economic losses. It is crucial to identify

and manage plant diseases promptly to minimize their impact on agriculture and the environment. Timely

diagnosis and appropriate management practices, including crop rotation, use of resistant plant varieties,

and appropriate pesticide application, are essential in preventing the spread of plant diseases. Furthermore,

the impact of plant diseases on human health cannot be overlooked, and proper food safety measures must

be taken to prevent the consumption of contaminated produce.
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Chapter 3

Conception and Implementation

3.1 Introduction

In our project, our goal is to build a convolutional neural network that can accurately detect and classify

tomato diseases. To achieve this, we need to design a model that delivers the best possible results. This

chapter presents the general and detailed design of the proposed system. Following that, we will cover

implementation details, including the necessary software and hardware requirements to build the system.

We will also describe the process of building the model and discuss the steps required to prepare the data

for training.

3.2 Global Architecture of the system

To develop a program that accurately identifies tomato plant diseases, some steps must be followed. The

first step was a large collection of data including diseases that show symptoms on leaves and products,

and the second step involves implementing different pre-processing techniques on the images to obtain a

uniform size fit for the CNN model. This involves applying transformations such as rotate, crop, flip, and

scale to create new images with subtle differences that can help the model’s ability to generalize, to train

the software to accurately identify these diseases. Figure 1 shows some of these steps.
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Figure 3.1: The General Architecture of Our System.

3.3 Detailed Architecture

In this section, we will provide a comprehensive overview of our work, which includes data collection, as

well as a detailed description of each step accompanied by diagrams for better visualization 3.2.
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Figure 3.2: Detailed Architecture of Our System.

3.4 Dataset

In order to train the model effectively, it was essential to gather an appropriate dataset first. We started

by exploring the available datasets related to our problem domain, and then we decided to create our own

dataset that reflects the most common environmental conditions around us, with the help of the available

datasets.
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3.4.1 Collect Dataset

In this study, two types of datasets were utilized - one that focused on leaves and the other on tomato

produits.

3.4.1.1 Leaf dataset

The data of the leaves used is divided into two parts: The first section is the data downloaded from the site

and is available on kaggle[24]. The training set contains nearly 15,000 images of tomato leaves categorized

into 10 categories. Each category expresses a disease that affects tomatoes in its own leaves. As for the

second dataset, it was collected and photographed by us, where we went to several centers to search for a

group of images and consult specialists in plant diseases in order to determine the most common diseases

in the state of Biskra and to take comprehensive knowledge on the subject and among the institutions

that were directed to it is the Agricultural Center desert and the Plant Protection Center, where some

information was collected, then they were taken to one of the plastic houses located in the municipality

of Muzaira’a, and about 3000 pictures of various diseases were photographed, and then the diseases were

classified according to the symptoms present in each leaf, which was a difficult work as it Some diseases are

different in the advanced stages over the later stages in relation to the apparent symptoms, and for us, and

because we lack experience, the subject was very difficult, and because the accuracy of the model depends

on the correct classification, after the images were classified, the help of the National Plant Protection

Center was sought to determine each disease and its name, With symptoms of nutritional deficiency, not

necessarily all diseases.

3.4.1.2 Product dataset

Our goal was to collect images of tomato produits affected by different diseases to create a dataset, which

led us to relocate to the Muzaira’a municipality, after searching for an available and ready data set collection

that was not available after going to the tomato trees in one of the greenhouses, we found that the tomatoes

were not fully ripe and that all diseases The spread affected only the leaves, but the tomatoes did not, and

there we were told that it is difficult to find diseased tomato produits in any plastic house because most

farmers preserve the crop for fear of spoilage, so whoever wants to collect pictures of data, he can plant a

tomato tree and then expose it to each disease so that it appears Symptoms, then pictures are taken for

the symptoms, and because this solution may take time and requires a lot of experience in cultivation and

caring for the plant, and there is another solution, which is collecting pictures from various sources, books,

articles, websites, all of which are concerned with all tomato diseases, As a result, we had to rely on on

three data collection sites, which contained images of ten different types of tomato diseases, to create a

comprehensive dataset [128][129].

3.4.2 Preprocessing Dataset

Preprocessing is a crucial step in machine learning that involves converting a raw dataset into a usable

format for models. It is necessary to reduce dimensions, extract relevant data, and enhance the performance

of certain machine learning models. The process entails transforming and encoding data to make it easily

interpretable by computers.
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3.4.3 Data Labeling

We classified the images based on the apparent symptoms and subsequently sought the expertise of a group

of specialists in plant diseases to identify and classify the existing diseases accurately.

3.4.4 Data Spliting

The dataset was split into training, testing and validation sets, we train the model using 80% of data and

20% for testing. Splitting was done manually to ensure that the segmentation of the data represented the

distribution of diseases in the entire dataset.

3.4.5 Data Resize

Resizing images is a critical step in preprocessing for computer vision, allowing deep learning models to

train faster. However, using larger images as input results in longer training times as the neural network

has to learn from four times as many pixels. Resizing images to a smaller size can therefore significantly

reduce the training time and improve the performance of the model. It is also important to ensure uniform

image size throughout the dataset. Our dataset ranges in size from 224 to 512, along with other produit

datasets and Dataset Kaggle. To standardize and scale the dataset, we resized the images to 150.

3.4.6 Data Augmentation

Data augmentation is a technique used to generate additional training data by applying various transfor-

mations to existing data to obtain new data. However, since the data extracted from Kaggle was already

large and prepared, we did not apply data augmentation to it. Instead, we applied data augmentation to

the rest of the dataset.
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Figure 3.3: Dataset processing stages.

3.5 Application architecture

To streamline the modal usage model, it is recommended to provide dedicated mobile applications. which

has summarized the most important operations that can be applied in the following architecture.

3.6 Implementation of the model in IoT system.

The following structure shows how to develop a system responsible for detecting tomato plant diseases

inside greenhouses.
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Figure 3.4: Application architecture.

3.7 CNN learning

Table 3.1: CNN layers parameters

Description

Layers CNNs are comprised of three types of layers. These are convo-
lutional layers, pooling layers, and fully-connected layers. When
these layers are stacked, a CNN architecture has been formed[130].

Optimizers Optimizers in deep learning are algorithms that adjust the weights
and biases of neural networks during training in order to minimize
the error function and accelerate convergence to an optimal global
solution. These algorithms work by updating the parameters in
small increments based on the gradient of the loss function with
respect to each parameter, and they are typically used in stochas-
tic gradient descent-based optimization algorithms[131].

Loss
Function

The loss function is the function that computes the distance be-
tween the current output of the algorithm and the expected out-
put. It’s a method to evaluate how your algorithm models the
data. It can be categorized into two groups. One for classification
and the other for regression[132]
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Figure 3.5: IoT system for tomato diseases monitoring.

Figure 3.6: Our proposed CNN architecture.

3.7.1 Training phase of our Model

After the organization all data and splitting them into three sections training data, validation data, and

testing data which contain JPG images the next step is to train our CNN architecture and fit the training

images being labeled with their corresponding class labels in many epochs to find the best weights and save

them. After training the CNN, we use validation data to verify its accuracy. The validation data is a set of

labeled images not included in the training process. Essentially, the test dataset evaluates the prediction

performance of the CNN.
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3.7.2 Classification phase

Once the training phase is complete, the CNN model is prepared for image classification during the predic-

tion phase. This involves feeding new input data to the model, which consists of the third set of sections

which is test set. The model is trained in this phase to assess its accuracy and ability to correctly classify

images.

3.8 CNN model Evaluation

3.8.1 Confusion Matrix

The confusion matrix is a tabular representation that displays the number of occurrences between the

true/actual classification and the predicted classification by the model, as shown in Figure 1. The matrix

has two dimensions, where the columns represent the predicted classes, and the rows represent the true

classes. To maintain consistency throughout the analysis, the order of the classes in the rows is the same

as in the columns. The correctly classified elements are located on the main diagonal, from the top left to

the bottom right, indicating the number of times the predicted class agrees with the true class[133].

Figure 3.7: Confusion matrix for multi-class classification [25].

The confusion matrix of a classification with n classes. When considering the class k (0 ≤ k ≤ n )
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3.8.2 Evaluation of the CNN model

In this study, we examined the performance of the classification model for tomato leaf disease identification

based on the CNN model. The performance of each classifier was measured in terms of accuracy, recall,

precision, and F1 Score. The confusion matrix measures are expressed in Eqs[134].

Accuracy =
TP + TN

TP + FP + TN + FN

Sensitivity =
TP

TP + FN

Specificity =
TP

TP + FP

FPR =
FP

FP + TN

F1Score = 2 ∗ sensitivity ∗ precision
sensitivity + precision

where, TP = true positive, TN = true negative, FP = false positive, FN = false negative. Calculating

the accuracy is not enough for performance evaluation especially when the dataset is unbalanced it is

essential to measure the f1 score we can say that model is strong if the f1 score is close to 1.0 which is the

weighted average of the correct score and the recall score[135]. Precision (PRE) and recall (REC) are more

commonly used metrics in information technology and relate to false positive and true positive rates. A

recall is synonymous with a true positive rate and is also sometimes called sensitivity. In another way, the

precision measures the ability of the model to avoid the false positives [136].

3.9 Implementation of our deep learning model

3.9.1 Hardware configuration

The work has been done using two laptops which are characterized by :

3.9.1.1 LENOVO ideapad 320

— Processor : Intel(R) Core(TM) i3-6006U.

— Processor Frequency: 2.00 GHz.

— RAM: 12 Go.

— Hard drive: 1TB HDD.

3.9.1.2 ACER Aspire E5-573

— Processor : Intel(R) Core(TM) i3-5005U.

— Processor Frequency: 2.00 GHz.

— RAM: 12 Go.

— Hard drive: 500 Go HDD.
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3.9.2 Development environment

The development of this system needs a collection of tools and environments as shown in the table below :

Table 3.2: Development environment

Logo Description

Python is a powerful, interpreted, interactive, object-oriented,
high-level, object-oriented scripting language created by Guido
Van Rossum in the late 1980s. Python is a language well-
suited for beginner programmers. and support the development of
many applications ranging from simple. handle for www browsers
and game development. One of the main reasons for Python’s
rapid growth is the simplicity of its syntax. The language reads
almost like regular English, making it easy to write complex
programs[137].

In 2012, Anaconda was developed by Peter Wang and Travis
Oliphant in response to the growing demand for Python in busi-
ness data analytics. With the emergence of new technology trends,
the field was rapidly transforming. At the same time, there was a
need for an entity to organize and unify the open-source commu-
nity to harness its full potential[138].

The Jupyter Notebook is a tool available in open-source and can
be accessed via a web browser, serving as a digital laboratory
notebook that aids in managing workflows, code, data, and visu-
alizations, and documents the research process. This tool is both
machine and human-readable, enabling seamless interoperability
and fostering scholarly communication[139].

Android Studio is the official integrated development environment
(IDE) for Android application development. It is based on IntelliJ
IDEA, a Java-integrated development environment for software,
and incorporates its code editing and developer tools[140].

Firebase is the name of a mobile platform from Google that facili-
tates the creation of back-ends that are both scalable and efficient.
In other words, it is a platform that allows the rapid development
of applications for mobile and for the web offering good flexibility
of widespread use[141].
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3.9.3 Packages and APIs

Many packages and APIs have been used to create the CNN model, which is very useful to define any

functionality. The table below shows them:

Table 3.3: Packages and APIs

Logo Description

TensorFlow is an open-source framework that has been created
by Google researchers to run statistical and predictive analytics
workloads, including machine learning and deep learning. It has
been designed to simplify the process of developing and executing
advanced analytics applications for various users such as statisti-
cians, data scientists, and predictive modelers[142].

Keras is a Python-based deep learning API that runs on top of
the TensorFlow machine learning platform. It was designed to
facilitate rapid experimentation by emphasizing speed and ease
of use. The ability to quickly move from concept to outcome is
essential for conducting effective research[143].

NumPy is a Python library for numerical computing that provides
support for large, multi-dimensional arrays and matrices, along
with a large collection of high-level mathematical functions to
operate on these arrays. It was first released in 2006 and was
built upon earlier efforts of the Numeric and Numarray libraries
[144].

OpenCV is a free and open-source computer vision and machine
learning software library. It was developed with the aim of pro-
viding a unified infrastructure for computer vision applications
and accelerating the adoption of machine perception in commer-
cial products. OpenCV is distributed under the Apache 2 license,
which makes it easy for businesses to use and modify the code
according to their needs[145].

Matplotlib is a data visualization library that can be used across
multiple platforms, built on NumPy arrays and designed to work
seamlessly with the broader SciPy stack. It was initially intro-
duced by John Hunter in 2002. One of the main advantages of
data visualization is that it enables us to get visual access to large
amounts of data through easily digestible visuals. Matplotlib in-
cludes various types of plots, such as line, bar, scatter, histogram,
and many more[146].

3.9.4 Dataset Preparation and Preprocessing

3.9.4.1 Data augmentation

We utilized this method on both our dataset and the produits dataset to increase the dataset’s size, thus

enhancing the model’s ability to generalize to new, unseen data Figure3.8.
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Figure 3.8: Illustration of Dataset augmentation.

3.9.4.2 Data resize

In this step, we standardized the size of all images to expedite the model training process. This is because

the fact that the dataset images are large does not provide a boost to CNN performance, and often results

in longer training times, as show in Figure 3.9.

Figure 3.9: Illustration of Dataset Resize.
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3.9.4.3 Split Dataset

This code is use to split a dataset into train, validation, and test sets using the train test split() function

and creates subfolders for each set.

Figure 3.10: Split Dataset code.

3.9.4.4 Preparing Training set

In this code, we are reading images from the training set and saving them as a list of NumPy arrays in

’X train’. The corresponding categories of each image are stored in ’y train’ as a list.

Figure 3.11: Preparing Training Dataset.
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3.9.4.5 Preparing Validation set

like the previous step we read the validation set and save them as a list of NumPy arrays in ’X test’.

Figure 3.12: Preparing Validation Dataset.

3.9.4.6 Preparing Testing set

For preparing testing set , this code reads all the images in a test set and resizes them to a uniform size

before storing them as a list of numpy arrays in ’X pred’.

Figure 3.13: Preparing Testing Dataset.

3.9.5 Building Our CNN Model

3.9.5.1 Import libraries and modules

To construct a CNN model, the initial step involves importing the required libraries. These libraries provide

the necessary tools and functions for creating and training convolutional neural networks.
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Figure 3.14: Necessary libraries for building a CNN model.

3.9.5.2 Creating CNN model

The table 3.4 presented below provides a comprehensive description of the various layers within a deep

convolutional neural network. It outlines the specific configurations and specifications for each layer present

in the network.

Table 3.4: The different layers of DCNN-TD.

Kernel

size numbre Input Output

Conv 1 3*3 128 150*150*3 150, 150, 128

Pool 1 2*2 150*150*182 37, 37, 128

Conv 2 3*3 256 37*37*128 37, 37,256

Pool 2 2*2 37*37*256 9, 9, 256

Conv 3 3*3 512 9*9*256 9, 9, 512

Pool 3 2*2 4*4*512 4, 4, 512

FCL 1 128

FCL 2 64

FCL 3 32

The parameter shown in the table are describing our model that does a multi-classification of the diseases

which gives the best accuracy and loss results using the Adam optimizer:
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Table 3.5: CNN Training Parameters.

Parameter product Dataset leaves Dataset

Input shape (150,150) (150,150)

epochs 15 50

Batch size 64 64

Layer Activation ReLU ReLU

Dence Activation SoftMax SoftMax

Time(epoch/s) 77.6 596.6

Optimizer adam adam

Figure 3.15: CNN model architecture.

The last layer is for the multi-classification which is a fully connected neural network :

Figure 3.16: Illustration of classification model.

3.9.5.3 Compiling CNN Model

Once the model is built, the next step is to configure it using the compile() method of the Model class.

This method is used to set the optimizer, loss function, and metrics to be used during training.

Figure 3.17: Compiling model.

3.9.5.4 Model summary

to see the model details we can use summary() method to display its contents the table shows all the

parameters of the model: 3.19

51



Figure 3.18: Model Summary.

Figure 3.19: Illustration of our model summary.
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3.9.5.5 Training CNN model

When the model is built we can use fit to train our model:

Figure 3.20: Training model.

firstly we must feed the model by training data (X-train) and their results (Y-train) then the validation

by(X-test,Y-test ) repeating the operation in 50 epochs on a batch size of 64

3.9.6 Testing our CNN model

After training a CNN model, we should test it to evaluate its performance on unseen data. To do this, we

can use the following code:

Figure 3.21: Testing model.

3.10 Extract Frames from Video

In order to streamline the disease identification process for the entire plant, we propose implementing a

video clip-based identification feature. Here’s how the process works:

1-Upon receiving a video, it is segmented into individual images at a frequency of one image per second.

2-Once we have the set of images, each image is further divided into six sections.

3-Each section is then passed through a model designed to identify any diseases present in that particular

section.

4-After the identification is performed for all the sections, an analysis is conducted on the collective results

to obtain a comprehensive assessment of the apparent diseases across the entire plant.

By employing this approach, we aim to enhance the efficiency and accuracy of disease identification, enabling

prompt and effective management strategies for plant health.
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Figure 3.22: Split Video into Frames

Figure 3.23: Divide Image
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3.11 Conclusion

In this chapter, we presented our dataset structures, described our system design, explained step by step the

preprocessing phase, mentioned the tools, libraries, and frameworks we used, presented the implementation

of a large part of our system and discussed our CNN model in detail. In the following chapter, we will go

over various experiments and their outcomes.
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Chapter 4

Results and Discussion

4.1 Introduction

In the previous chapter, we discussed our system architecture, demonstrated the structures of the used

dataset, and provided a code source for each part of our classification system. In this chapter, We will

explain our experimental results of the tomato plant disease classification in both cases leaves or product.

Our results describe the obtained results for the multi-classification of tomato disease. also, we show the

mobile application and all its functions.

4.2 Results and discussion

This study focuses on identifying diseases in tomato plants in Biskra, Algeria. It employs scientific technol-

ogy, specifically deep learning, to detect diseases in greenhouses growing tomato plants at an early stage.

The study uses the Python programming language on the Jupyter environment, along with Tensorflow and

Keras libraries, to develop a programmed model that can recognize images using Convolutional Neural

Networks (CNN). validation was conducted on 30% of existing images, which were two, leaves datasets

and products dataset. The results of the study were encouraging, with an estimated accuracy rate of 98%

(leaves dataset) and 99% (product dataset). The programmed model is capable of determining whether

tomato leaves and products are healthy or not and can identify possible diseases.

Considering that our dataset is split into two distinct parts—one for leaves and the other for products, we

trained separate models for each category. As a result, we obtained two sets of results that demonstrate

the effectiveness of the developed models. The performance metrics for both leaf and product models are

presented below, showcasing the merit of our approach.
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4.2.1 leaves Dataset Results

Below are the results obtained from training the model on the dataset of leaves, which is categorized into

16 classes:

Figure 4.1: Confusion matrix of leaves Dataset.

Analysis of the Results The experimental findings shed light on the training progression of the model

across 50 epochs. By examining the loss and accuracy values, several noteworthy trends and patterns

emerge.

As shown in Figure 4.2 and 4.3 below, During the initial epoch, the model exhibited a loss of 2.0958 and

an accuracy of 0.4723. However, as the training advanced through the 50 epochs, the model consistently

demonstrated a reduction in loss and an improvement in accuracy, indicating its ability to make more

accurate predictions. Ultimately, the training concluded with an impressive decrease in the loss value to

0.0634, coupled with a notable increase in accuracy to 0.9813.

Figure 4.2: Average Accuracy curve.
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Figure 4.3: Average Loss curve.

The results unequivocally showcase in Table 4.1 the model’s exceptional performance throughout the train-

ing period , spanning all epochs. The consistent decrease in loss over the 50 epochs signifies the model’s

effective generalization to non-visual data during the validation process. The classification report highlights

the model’s high performance for all categories, with high accuracy, recall, and f1 scores. Class 2 achieved

the highest scores, with accuracy (0.99), recall (1.00), and f1 score (1.00), while the lowest scores were

observed in the worst cases (accuracy: 0.83, recall: 0.78, f1 score: 0.81). Overall, the final results indicate

a strong classification performance for the model, achieving an accuracy of 0.97.

Table 4.1: Classification Report of leaves Dataset.

precision recall f1-score support

0 1.00 0.97 0.99 502

1 1.00 0.98 0.99 373

2 0.99 1.00 1.00 517

3 1.00 0.99 1.00 545

4 1.00 1.00 1.00 520

5 0.99 1.00 1.00 528

6 0.99 0.99 0.99 549

7 1.00 1.00 1.00 556

8 0.98 1.00 0.99 519

9 0.98 1.00 0.99 524

10 0.83 0.78 0.81 212

11 0.81 0.83 0.82 187
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12 0.97 0.78 0.87 184

13 0.0.87 0.95 0.91 167

14 0.86 0.87 0.86 193

15 0.80 0.91 0.85 178

accuracy 0.97 6254

macro avg 0.94 0.94 0.9 6254

weighted avg 0.97 0.97 0.97 6254

4.2.2 Product Dataset Results

Below are the results obtained from training the model on the dataset of products, which is categorized

into 10 classes:

Figure 4.4: Confusion matrix of products Dataset.

Analysis of the Results The model achieved its best performance after 15 epochs of training on this

dataset,as can be seen in the curves shown in Figures 4.5 and 4.6. Initially, the model had a loss value of

4.3632 and an accuracy of 0.2800. However, as the training progressed, the loss rate decreased to 0.0620,

and the accuracy improved to 0.9831.

These results demonstrate that the model consistently provided highly accurate results throughout the 15

epochs. Notably, there was a significant improvement in both the loss value and accuracy, indicating that

the model learned effectively during this training period.
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Figure 4.5: Average Accuracy curve.

Figure 4.6: Average Loss curve.

61



Table 4.2: Classification Report of Product Dataset.

precision recall f1-score support

0 0.92 0.98 0.95 128

1 0.96 1.00 0.98 67

2 1.00 0.97 0.99 71

3 0.99 0.99 0.99 71

4 0.97 1.00 0.99 71

5 1.00 0.77 0.87 69

6 0.94 0.96 0.95 71

7 0.93 0.93 0.93 69

8 0.92 0.96 0.94 71

9 0.98 0.99 0.98 91

accuracy 0.96 779

macro avg 0.96 0.95 0.96 779

weighted avg 0.96 0.96 0.96 779

The provided table, referenced as Table 4.2, presents an analysis of the model’s performance in classifying

tomato produits dataset. It reveals notable accuracy, recall, and f1-scores across most categories, indicating

the model’s effectiveness. Class 2 stands out with a peak accuracy of 1.00, while class 5 exhibits lower

results at 0.77, suggesting challenges and difficulties in accurately predicting this particular class. The

weighted average scores for accuracy, recall, and f1-scores are calculated at 0.96, reflecting the model’s

strong classification capabilities on this dataset. Moreover, the model achieves an overall accuracy of 0.96,

based on support from 779 instances.

Comparative Table and Data Analysis

Table 4.3: Comparing the Results of Several Dataset Training.

Dataset

kaggle Our All Product Leaves

TrainAcc 0.9936 0.9996 0.9840 0.9831 0.9813

TrainLoss 0.0206 0.0011 0.570 0.0620 0.0634

ValAcc 0.9975 0.9329 0.8859 0.9564 0.9677

ValLoss 0.0099 0.4080 0.6557 0.1099 0.1615

Precision 1.00 0.94 0.90 0.96 0.97

Recall 1.00 0.93 0.89 0.96 0.97

F1score 1.00 0.93 0.89 0.96 0.97

There are two options for inputting data to the model when it comes to leaves: either including data

with products or separating them. Table 4.3 demonstrates that separating the data yields better results
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compared to combining them. This is because the model is specifically trained to identify leaf shapes, and

introducing the variable of product shapes introduces ambiguity and potential errors in predictions.

4.3 Model Complexity and Execution Time Analysis

The increasing number of filters and the gradual reduction of spatial dimensions in the convolutional deep

neural network architecture allow the model to capture and learn complex features from the input data.

However, it is important to note that the model’s complexity not only enhances its ability to learn complex

patterns but also affects training time and resource requirements.

Table 3.4 provides a detailed description of the architecture of the convolutional deep neural network,

showcasing the different layers and their configurations. This table serves as a valuable reference for

understanding the model’s structure, including the input and output shapes of each layer.

Figure 3.7 illustrates the visualization of the layer connections, offering a visual representation of the flow

of information within the network. This helps to comprehend the hierarchy and connectivity between the

layers, providing insights into the model’s complexity.

Additionally, Table 3.5 presents the specific parameters of the model, including the number of filters, kernel

size, and input/output dimensions. These parameters play a crucial role in determining the computational

complexity and memory requirements of the model. By analyzing the parameter counts in each layer, we

can estimate the memory requirements of the model. With a total of 1,752,048 parameters, this represents

the memory necessary to store the model’s weights and biases. Taking these factors into account allows

for an accurate estimation of memory requirements, facilitating effective memory management and model

optimization strategies.

The execution time of the model is influenced by the size of the input data and the complexity of the model

architecture. When training the model with a bigger dataset of 19,161 images in the leaves dataset, the

execution time is observed to be slower compared to processing a smaller number of images in the products

dataset. The leaves dataset took approximately 29830 seconds to train, while the products dataset took

approximately 872 seconds. This discrepancy in execution time can be attributed to the larger size of

the leaves dataset, which requires more data to be processed, resulting in a longer computational time.

Therefore, it is important to consider the dataset size when estimating and optimizing the execution time

of the model.

Furthermore, the complexity of the model architecture also affects the execution time. Models with a higher

number of layers or more complex structures generally require more time to process each input. As the

model becomes more intricate, with an increased number of parameters and computations, the execution

time is prolonged.

Taking these factors into account allows for a comprehensive understanding of the relationship between

model complexity and execution time. By considering these factors and making informed decisions regarding

optimization techniques, hardware choices, and resource allocation, researchers and practitioners can strike

a balance between computational efficiency and model performance.
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4.4 Visualization of The Application

To streamline the utilization of the model, a mobile application was developed, enabling users to effortlessly

capture or import images from their phones for studying their respective statuses. The subsequent section

elaborates on the range of services offered by the application.

4.4.1 Welcome Page

The application begins with a welcome interface that enables the user to choose the appropriate language,

Arabic or English.

Figure 4.7: Welcome Page.
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4.4.2 Login Page

This page allows you to log in to use the application by entering the information represented by the

username and password.

Figure 4.8: Sign in Page.

4.4.3 Sign Up Page

You must first obtain an account in the application, which requires the following information: username,

email, password, phone number, and farmer ID card with the choice of the capacity as either a farmer or

an expert, through the signup interface.
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Figure 4.9: Sign Up page.

The Firebase database stores the information in this particular way.

Figure 4.10: Sign Up page.

4.4.4 Home Page

The home interface in the application contains the main services represented in the detection of diseases

in tomato leaves and products, also sending an email containing a video because it is a non-free service, as

well as a group chat to share ideas between users.
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Figure 4.11: Home page.

4.4.4.1 Leaf and Tomato Button

Figure 4.12: Import the image to Diagnose it Disease.
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4.4.4.1.1 Picture Button

Figure 4.13: Image pick page.
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4.4.4.2 Send Video Button

This interface makes it easy for the user to send a video via email of a complete plant for a report on the

overall status.

Figure 4.14: Send Video to Diagnose its Disease..

4.4.4.2.1 Diagnostic Process Through Video

Once the video is received via email, the next step involves splitting it into individual frames. At this stage,

a user interface is presented, enabling the selection of the desired video for the frame extraction process.

The interface facilitates uploading of the chosen video from our device for the division, Once the task is

completed, the execution is halted by pressing the button ”Done”.
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Figure 4.15: Spliting video interface.

Figure 4.16: Select the sent video.

During this process, two files are created. The first file ”Frames” stores frames as it captures a frame every

half second to ensure comprehensive coverage of all angles. The second file ”Images” stores split frames,

separating them into multiple sections for easy access and organization.
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Figure 4.17: created files.

Once the division into sections is complete, each section undergoes a diagnostic process using the imple-

mented CNN model. The resulting outcome is presented in the following format.

Figure 4.18: Classification phase .

4.4.4.3 Chat Room Button

The conversational interface allows users to exchange ideas, benefit from various experiences, and learn

many ways to grow tomatoes.
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Figure 4.19: Chat Room page.

4.4.5 List Page

The settings interface shows user information and how to change the user name and password and the last

function which asks for ratting the application.
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Figure 4.20: List Page.

4.4.5.1 Setting Button

This page is for the user account, where the account information is represented by the user name, email,

and phone number, in addition to the account picture.

Figure 4.21: Setting Page.
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4.4.5.1.1 Change Password Button

In case the user wants to change the user password, this interface provides this service.

Figure 4.22: Change Password page.

4.4.5.1.2 Change User Name Button.

Users can change their account name by using this activity.

Figure 4.23: Change User Name page.
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4.4.5.1.3 Rate Us Button.

We can see how much users like the application by submitting their evaluation using this dialog alert.

Figure 4.24: Rate Us page.

4.4.5.2 Share Button

In order to spread the application through friends in all social media, we suggested providing this interface

to help publicize the application.

75



Figure 4.25: Share Page.

4.4.5.3 About us Button

It is necessary to provide an overview of the application and the services it provides to customers, in

addition to the logo and the name of the application.
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Figure 4.26: About us Page.

4.4.5.4 Contact us Button

We allow the user to express his needs and questions to us by sending the obvious e-mail from this page.

Figure 4.27: Contact us page.
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4.4.5.5 Logout Button

The process of exiting the account is done through this dialog alert.

Figure 4.28: Logout page.

4.4.6 Leaf Detection Diseases Page

After clicking on the leaf button the application shows the interface responsible for importing leaves images

(camera/gallery) to get the diagnosis of the diseases.
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Figure 4.29: Leaf Detection Diseases Results.
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4.4.7 Tomato Product Detection Diseases Page

In another way, the button tomato makes the user import a photo of a tomato product to know the disease.

Figure 4.30: Product Detection Diseases Results..
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4.4.8 Diseases Information Page

After identifying the disease appearing on the plant, this interface explains the condition, the reasons for

its appearance, symptoms, and methods of treatment and protection.

Figure 4.31: Diseases Information Page.
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4.5 Conclusion

This chapter shows all the results obtained in this work, where the results are divided into two parts. The

first shows the results of the model that was tested on each of the leaves and fruits of the tomato plant.

The second part was concerned with showing the application that was developed in order to facilitate the

process of using the developed model. All interfaces that appear to the user while using the application

are displayed.
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General Conclusion

In this work, we have introduced a CNN-based model which is one of the deep learning techniques that

treated images and extract features, the model was used to quantify tomato disseminated diseases. We

directed our work and focus to the most prevalent diseases in the state of Biskra, where we supported the

dataset with many pictures of these diseases, and we processed the data so that the model could be trained

to give accurate and comprehensive results for all cases, in order to provide the farmer with the necessary

treatment that he must follow to protect the crop.

Monitoring the growth of crops, especially tomatoes, and detecting diseases and pests is an integral part

of the’s life cycle. Additional nutrient treatment for the plant continues throughout. growing season and,

if necessary, Determination of the type and amount of chemical needed, as well as the timing of spraying,

based on regular monitoring of plant growth. Crop growth and disease and pest detection and disease can

be monitored using interconnected IoT sensors that are connected to the internet[147]. Real-time data

collection and decision-making by drones will play a critical role in accurately detecting diseases and pests.

Drones have been used in precision agriculture because of their versatility they are capable of capturing

image data used to detect infected areas and automatically spray the chemicals. useful-based detection[148].

As mentioned in each of [148],[147], and [149], a study has been done on how to integrate drones to

aid in the identification of plant diseases, by determining the appropriate weight and shape of the drone.

for the convenience of moving inside the greenhouse, this is one of the most critical difficulties, in addition

to choosing the appropriate navigation algorithm.
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