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Abstract

Abstract

This thesis deals with the analysis, modeling, and control of the doubly-fed induction generator (DFIG)
used in a wind power generation system (WPGS). A state review about the WPGS is discussed in order to
give a historical overview and indicate our location in this area. Conventional vector control strategies for
both rotor-side and grid-side converters of the DFIG-WPGS has been carried out. The standard Field Oriented
Control (FOC) schemes usually used to control DFIGs comprise proportional-integral (Pl)-controlled
cascaded current and power loops, the system transient performance degrades when the actual values of the
DFIG parameters deviate from those choose during the design the control system. In this framework, severa
aternative high dynamic performance power control schemes of DFIGs are being proposed in this thesis.
Intelligent Fuzzy and Neuro-Fuzzy controllers (FLC, NFC) have been proposed as alternative of the Pl control
which is usually used in the machine power control, MPPT algorithms and the pitch angle control. In order to
add robustness to our controllers, many data sets are collected with different Pl controllers and different
operating conditions. Operator experience plays an important role in the choice of the most adequate data sets

and to find the most accurate scaling factors of the inputs and outputs signals of the fuzzy controllers.

Keywords: DFIG, WPGS, FOC, DPC, FLC, NFC, Multilevel converters.
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Aerodynamic Torque of the WT (N.m)

Low-Speed Shaft Torque of the Gearbox (N.m)

High-Speed Shaft Torque of the Gearbox (N.m)

Electromagnetic Torque of the Generator (N.m)

Ratio of the Gearbox

Torsional Stiffness Coefficient of the Low SpeedfBiiN.m/rad)

Torsional Damping Coefficient of the Low Speed $iistm.s/rad)

Damping coefficient of the generator (N.m.s/rad)

Turbine Rotor and Generator Rotor Angular Positieespectively (rad)

Grid Voltage, Stator Voltage and Stator Flux VestBpositions Respectively (rad)
Grid, Stator and Rotor Voltage Vectors Respectiely

Stator, Rotor, GSC Output and Total Output Curkéettors Respectively (A)
DC output current of the GSC, DC input current &@& DC-Link Capacitor Current (A)
Stator and Rotor Flux Vectors Respectively (Web)

Stator Magnetizing Current Vector (A)

Stator, Rotor Winding Resistances Respectiv@ly (

Stator, Rotor Winding Leakage Inductance, Mutudulttance (H)

Grid Side Filter Resistance and Leakage Induct&espectivelyQ, H)

Leakage Factor

Number of Pole Pairs

DC-Bus Capacitance (F)

Mechanical Power of the WT (W)

Gearbox Mechanical Losses (W)

Rated power of the DFI®V)

Stator Active Power, RSC Active Power, GSC Actiwier, DC-link Active Power (W)
Stator Reactive Power, RSC Reactive Power, GSCtiredower (VAR)
Apparent, Active and Reactive Output Powers ofGleaerator (VA, W, VAR)
Sampling Period (s)

Sector Number

Xl



List of Acronyms and Symbols

Subscripts

Y4
Q
-q

, ref

‘0 UK

s = d/dt

g,s,r
max, min, opt

Description

a-axis and3-axis component of the stationary reference frame
D-axis and Q-axis component of the rotor referdreme

d-axis and g-axis component of the synchronouserée frame
Reference value

derivation

differential operatorl(aplace Operator)

Grid, Stator and rotor-side value respectively

Maximum, minimum and optimal

Xl



General Introduction



General Introduction

General Introduction

* Backgrounds

Wind power, as a clean and sustainable energyoli@sned highly concentrations during the
past decade [1-2]. Research and development ofwedile energy has gained tremendous
momentum in the past decade as the cost of covehtelectrical power generation continuously
escalate due to the limited fuel resources, andyéimeral public becomes increasingly concerned of
the environmental impacts caused by the thermahastear generation. Among many technologies
promising green power, the utilization of wind emewria wind power generation system (WPGS) is
one of the most mature and well developed. Acrbesatorld, the total capacity of wind generation
has already exceeded the giga-watt (GW) ratinglamge®r wind farms are constantly being planned
and commissioned [3-4-5].

The main components of a WPGS include the turbioterr gearbox, generator, transformer,
and possible power electronics. The turbine rotonverts the fluctuating wind energy into
mechanical energy, which is converted into eleatripower through the generator, and then
transferred into the grid through a transformer #&mashsmission line. Wind turbines capture the
power from the wind by means of aerodynamicallyigie=d blades and convert it to rotating
mechanical power. The number of blades is nornthlge and the rotational speed decreases as the
radius of the blade increases. For mega-watt range turbines, the rotational speed will be 10-15
rpm. The efficient way to convert the low-speedjhhiorque power to electrical power is to use a
gearbox and a generator with standard speed. Tdrb@e adapts the low speed of the turbine rotor
to the high speed of the generator. The gearbox beayot necessary for multi-pole generator
systems [6].

The generator converts the mechanical power irgottal energy, which is fed into a grid
through a power electronic converter, and a transfo with circuit breakers and electricity meters.
The connection of wind turbines to the grid is plolesat low voltage, medium voltage, high voltage,
and even at the extra high voltage system sincedr#msmittable power of an electricity system
usually increases with increasing the voltage leVehile most of the turbines are nowadays
connected to the medium voltage system, large oftskvind farms are connected to the high and

extra high voltage level [6].
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Doubly fed induction generators (DFIG) based wimdines (DFIG-WT), a typical employed
WPGS, have been widely used to achieve the maximpawer conversion, smaller capacity of
power electronic devices and full controllabilitiyaxctive and reactive power of the DFIG [6], due to
their characteristics such as varying speed operalihe stator circuit of the DFIG is connected to
the grid directly, while the rotor circuit is fedava back-to-back power converter. The back-to-back
converter consists of two converters, i.e., rotdesonverter (RSC) and grid-side converter (GSC),
which are connected “back-to-back”. Between the twoverters a DC-link capacitor is placed, as
energy storage, in order to keep the voltage vanat(or ripple) in the DC-link small.

* Challenges & Problems

The DFIG-WT is a dynamic system with strong nordineoupled characteristics and time
varying uncertain inputs. The aerodynamic of windbine introduces strong nonlinearities and
uncertainties [7]. Objectives of the wind-turbinentroller depend upon the operating area defined
via wind speed [8]. For moderate wind speeds, mase important to maximize wind power capture
while it is recommended to limit power productiomdarotor speed above the rated wind speed to
protect the mechanical part of the WPGS. The pawgulation of the wind turbine is a highly
nonlinear system as the plant, actuation and cbolbjectives are all strong nonlinear [9].

As an induction machine, the DFIG is also a typieahlinear system as induction motor,
which has been used widely as a test benchmankoidinear control system design. With the time-
varying and intermittent wind power input, DFIG-Viflrequired to operate at an operation envelope
with a wide range rather than one operation pditdreover, during voltage sags due to grid load
disturbances or grid faults, DFIG-WT will operate iway from its normal operation point. During
the grid fault period and post-fault period, teralinoltage normally dropped close to the ground and
cause a strong dynamics in the stator and rotorewts, and such that stator-flux will not be
remained as constant as well. This will destroy ¢badition of the mostly used vector control
schemes for DFIG-WTs and dynamic of the active i@adtive power of the DFIG are still coupled
during the transient period of stator flux or statoltage. As all vector control schemes depenchupo
the assumptions of constant voltage and flux tbzeasymptotical decoupling control of the active
and the reactive power, it can expect that theifopemance will be degraded during voltage sags and
grid faults. On the other side, unlike the vectonteol of induction motor in which the rotor flus i
controlled directly, stator-flux of the DFIG norrhals not one of the controlled variables and thus

not controlled directly [6].
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The control function within the vector control saieehas commonly been performed by using
P1 (proportional-integral) controllers. One chatienis how to tune the parameters of the PI control
loops to provide optimal performance around oneigp@peration point and cope with the time-
varying operation points. For examples, many resitve been done to automatically tune the PI
controller's parameters, such as using geneticrigihgo [10] and particle swarm optimization [11].
Automatic tuning based on artificial intelligencedagain schedule technique have been proposed to
provide optimal performance for a varying operateamdition. Input/output linearization has been
proposed to fully decoupling control of inductiorotor [12-13]. When the wind turbine operates at
varying speed to achieve the maximum wind powewrewsion, rotor speed will travel between the
sub-synchronous to super-synchronous speed andst#tte variables of the DFIG, including stator
and rotor currents and the rotor voltages, are miymaariables so as to inject different value of
active power. However, because the system is higbhlinear, it is difficult to find one set of
parameters, which can provide a consistent optimaspponse when the operation point changes.

Moreover, in some worst cases, unstable mode mayleecause of one set of Pl parameters [14].
* Motivations

The performance of DFIG-WT depends heavily upondetrollers applied on the generator
side and the wind turbine side. The DFIG-WT is llguaontrolled via a cascaded structure
including an inner fast-loop for power regulatidrttee DFIG and an outer relative slow loop for the
speed control of drive train. The reference ofvecpower of the DFIG is determined based on the
maximum energy conversion, which is defined as marn power point tracking (MPPT), when
wind speed is below the rated value; while consteference is given when wind speed is above the
rated value. The wind turbine also employs pitebl@a control to regulate the extracted power from
wind source by wind turbine for wind speed abowe itlted value, while pitch angle is fixed when
wind speed below the rated value [6].

The artificial intelligent (Al) control algorithmare well known for their ability in handling the
non-linearities and uncertainties in a system. Thegd a simple and less intensive mathematical
design for the effective control or modeling of ighty non-linear system with lot of uncertainties.
Therefore, the Al algorithms can be very advantageio handling a system like variable speed
DFIG based WPGS, where the operating conditionsgdavery rapidly due to the intermittent
nature of wind [15]. The Al controllers imitate theman decision-making process and can often be
implemented in complex systems with more succeas tonventional control techniques. Artificial
intelligencecan be classified into expert systems, Fuzzy InfeeSystem (FIS), Artificial Neural

Networks (ANN) and genetic algorithms. With the eption of expert systems, these techniques are
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based orsoft-computingnethods. The result is that they are capable ofimyadpproximations and
‘intelligent guesses’ where necessary, in ordeoime out with a ‘good enough’ result under a given

set of constraints. Intelligent control systems msg one or more Aéchniques in their design [16].

The most commonly used architectures for fuzzyesystlevelopment artlamdanifuzzy
system [17-18] and TSKTékagi SugenpandKang) fuzzy system [19-20-21], as shown in Figure
Intr.1. Both of them consist of three blocks: fdation, fuzzy rules, and defuzzification/
normalization. Each of the blocks could be desigtiéfdrently.

Rule selection cells
min operations

FYYVYY

Out

Normalization

“Weighted
sum

YYYVYY
Defuzzifier

MIN operators
MAX operators

l»:
| Fuzzifier ‘ | Fuzzifier |

L&//l\\

YYYVYY

| Fuzzifier || Fuzzifier |

Fuzzy
rules

(a) (b)
Figurelntr.1 Block diagram of the two types of FISs: amdaniFIS and (b)I'SKFIS [22].

Note: With the same membership function, TSK fugggtems perform more accurate calculation

thanMamdanifuzzy system [22].

A simple FIS controller has a narrow operating ergnd needs much more manual
adjustments by trial and error for higher perforogarOn the other hand, it is extremely difficult to
create a series of training data for ANN that carfggm under different operating conditions [15].
Table 1.1 summarizes the comparison between ANNS#5 [23]. To a large extent, the drawbacks
pertaining to these two approaches seem complemyeritherefore, it seems natural to consider

building an integrated system combining the corcepfIS and ANN modeling.

TableIntr.1: Comparison between neural networks and fuzzy infayreystems [23]

Artificial Neural Network Fuzzy Inference System

Difficult to use prior rule knowledge Prior rule-base can be incorporated
Learning from scratch Cannot learn (linguistic knowledge)
Black box Interpretable (if-then rules)

Complicated learning algorithms Simple interpretation and implementation
Difficult to extract knowledge Knowledge must be available
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* Neuro-Fuzzy Systems

In the recent years, the researchers have triedrtibine the advantages of both FIS and ANN
in a new form, known as Neuro-Fuzzy Systems (NFBg NFS utilizes the linguistic representation
of fuzzy system with the learning capability of ANNowever, most of the NFS’s use large numbers
of membership functions and rule bases, which cladef computational burden and hence are not
suitable for practical industrial application [13here are several works related to the integratfon
ANNs and FISs [24-25-26-27-28-29-30-31-32-33-3438537], it could be formulated into three
main categories: cooperative, concurrent and iatedrneuro-fuzzy models [23].

In the simplest way, a cooperative model can besidened as a preprocessor wherein ANN
learning mechanism determines the FIS membershigtiins or fuzzy rules from the training data
as shown in Figure Intr.2. In a concurrent modedvah in Figure Intr.3, ANN assists the FIS
continuously (or vice versa) to determine the reggparameters especially if the input variables of
the controller cannot be measured directly. Suchlioations do not optimize the fuzzy system but
only aids to improve the performance of the ovesgditem [23].

Fuzzy rules

e

Neural Network / '// ;} \::, Fuzzy Inference system

=5

Neural Network Fuzzy Inference system

P
r

Fuzzy sets
Figurelntr.2 Cooperative NFS model Figurelntr.3 Concurrent NFS model

As evident, both cooperative and concurrent modeds not fully interpretable due to the
presence of neural network (black box concept). \#e an integrated NFS model is interpretable
and capable of learning in a supervised mode, iitl@tacture ofMamdaniNFS and TSK NFS are
illustrated in Figure Intr.4 and Figure Intr.5 respvely [23].
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Layer 5
rule inference and defuzzification layer

Layer 6
rule inference layer

Layer 4
rule consequent layer

Layer 5
rule consequent layer

Xz

Layer 4
rule strength normalization
Layer 3
rule antecedent layer

Layer 3
rule antecedent layer
Layer 2
(fuzzification layer)

Layer 1
(input layer)
Layer 1

FigurelIntr.4 Mamdanineuro-fuzzy system Figurelntr.5 TSKneuro-fuzzy system

There are different integrated NFS models that madee of the complementarities of neural
networks and fuzzy inference systems implementingaandanior TSK FIS. Some of the major
works in this area are GARIC [38], FALCON [32], ANF-[39], NEFCON [40], NEFCLASS [41],
NEFPROX [34], FUN [42], SONFIN [43], FINEST [44],FENN [45], dmEFuNN [46], EvoNF
[47], and many others [48-49-50].

The adaptive-network-based fuzzy inference syst&NF(S) is used for controlling and
parameter estimation purpose. Some of the advantzgeNFIS are fast convergence due to hybrid
learning and ability to adjust the shape of inp@nmership functions. It has better tracking and
adaptive capabilities than any other controllere ANFIS generally utilizes the TSK fuzzy rule-
based systems, as they require less computationMiaandani methods [51-52-15]. Most of the
time, the ANFIS controller mimicked another workiogntroller, the controller being mimicked is
an experienced human operator who can control that atisfactorily. Another scheme for
obtaining desired control action is the inversetc@method shown in Figure Intr.6 [53].

u(k)
x(k) plant x(k+1)
x(k) ANFIS | u(k)
J X, (K 1; controller plant X%
ANFIS
identifier

\

(a) off-line learning phase (b) application phase
Figurelntr.6 Block diagram of inverse control method using ANES].
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In symbols, we have: x(k+1) = f(x(k), u(k)) (Plant)
u(k) = g(x(k)) (Controller)

The flow chart of proposed training methodologyANFIS system is shown in Figure Intr.7.
The modeling process starts by obtaining a datgisptt-output data pairs) and dividing it into
training and checking data sets. Training data tttoiss a set of input and output vectors. The data
is normalized in order to make it suitable for trening process. This normalized data was utilized
as the inputs and outputs to train the ANFIS. Toidvhe over fitting problems during the
estimation, the data set were randomly split into sets: a training set (70% of the data), and a
checking set (30% of the data). When both checltaig and training data were presented to ANFIS,
the FIS was selected to have parameters assogvittethe minimum checking data model error. In
other words, two vectors are formed in order tintthe ANFIS, input vector and the output vector
(Figure Intr.7). The process is terminated whenretiner becomes less than the threshold value [54].

Load Training /Testing data
Generate initial FIS model|
¥

» Setinitial input parameters and membership fumstio
* Chose FIS model optimization method (hybrid method)
» Define training and testing parameters (numberadfiing / testing epochq)

)
Input Training data into ANFIS systeml

Training
finished

Get results after Training

&
<«

Input Testing data into ANFIS system N
0

Testing
finished

¥

View FIS structure,
. Output surface of FIS
. Generated rules and adjusted membership functi0||s

FigureIntr.7 Flow chart of training methodology of ANFIS syst§m].
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The main purpose of this thesis is to develop hgeit fuzzy and neuro-fuzzy control

strategies for DFIG-WT to improve efficiency, robnsss and the transient dynamics, by considering

nonlinear dynamics, uncertain wind power inputs gnd faults. Simulation studies of the proposed

control algorithms in each chapter are carriedbased on Matlab/Simulink or Simpowersystem.

Thesis Outline

The rest of this thesis is organized as follows:

>

Chapter 1 presents a state of the art of the WR@EShe different WT concepts in order to give
an overview of the history and the future of the ®#3, and to indicate our location in this world
of renewable energy conversion.

Chapter 2 presents the modeling of a DFIG basedharspeed WT, including dynamic model
of WT, pitch orientation system, drive train, DFEhd power electronic converters. For the
controllers design, the dynamic model of DFIG idaieed under the d-q rotating reference
frame, and the conventional vector control using®titrollers is employed in the RSC and the
GSC.

Chapter 3 reviews state of the art of MPPT algorghusing fuzzy logic controller (FLC). A
comparison has been made between the different MadgOrithms in regard of various speed
responses and ability to achieve the maximum engrdg. In the high wind speed condition, a
blade pitch control low using a neuro-fuzzy corleo(NFC) is proposed as alternative of the PI
(proportional and integral) control in order to irape the stability of the system; in the high
wind speed condition.

Chapter 4 gives a comparison between four diffecentepts of directly control of stator active
and reactive powers of the DFIG, vector controhgdPl controller, look-up table based direct
power, sliding mode control and finally fuzzy logeontrol. Robustness against machine
parameters variations and grid fault are discussed.

Chapter 5 presents a neuro-fuzzy control low fer@bfIG-WT connected to a five-level back-to-
back converter in the rotor circuit. The modelirfglee five-level converter and the structure of
the ANFIS are presented. The PI controllers ofciecade two stages control loops (speed, stator
powers and rotor currents) are replaced by a tafkeFIS controller using an appropriate data
collection from the studied system in different gimg modes.

Finally we present the finabnclusion of the thesis with some perspectivesfarue projects.
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1.1. Introduction

This chapter gives an overview of the currembd turbine system¢$WTSs) and describes
some future trends. After discussing some receattssits, it describes the currently used wind
generation systems, and then possible future gemerand drive train systems are reviewed, to
overcome the drawbacks of the conventional mudtiyst gearbox and the grid side step-up
transformer (GSST), some ideas of enhanced elactntachine, torque converter and power

electronic grid interfaces are presented.

1.2. Historical Factsabout Wind Power

Wind energy has been used for thousands of yeafsulmans. Ancient Persians used wind
energy to pump water before the birth of Christ [Rfopulsion of sailboats, pumping water and
grinding corn were the earliest application aréexently, Denmark was the first country to use the
wind for generation of electricity. The Danes wesing a 23 m diameter WT in 1890 to generate
electricity. By 1910, several hundred units witlpaeities of 5 to 25 kW were in operation in

Denmark [2]. The famous design of Dutch windmifigpresented in Figure 1.1.

Figure 1.1 Famous Dutch windmills.
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In the international scale, interest in renewalrlergy has been increasing since the first oll
crisis in 1973 and the renewable energy industsyrhade significant advances since the protocol of
Kyoto (Japan, 1997) where collective reductionsgieenhouse gas emissions were agreed and
various developments were encouraged by governmeosid the world [3].

In the 1970s and 1980s, a variety of onshore WTigorations were investigated, including
both horizontal and vertical axis designs (see leidu2). Gradually, the horizontal axis design with

three-blade came to dominate [4].

Horizontal-Axis Turbines Vertical-Axis Turbines

Figure 1.2 Early WT designs, including horizontal and verti@ais turbines.

1.3. Development of Wind Power Generation

The cumulative wind power capacity from 1999 to @@2 shown in Figure 1.3, and it can be
seen that the wind power has grown fast to a cgpati283 GW with~45 GW installed only in
2012, and this number is expected to achieve 760 iG\2020 on moderate scenario [5]. Wind
power grows more significant than any other rendavamergy sources and is becoming really an
important player in the modern energy supply systeon example, Denmark has a high penetration
by wind power and today >30% of the electric poa@nsumption is covered by wind. This country
has even the ambition to achieve 100% non-fossgdg@ower generation system by 2050 [6].

Regarding the markets and manufacturers, the l&&rbe the largest markets with over 13.1
GW capacity installed in 2012, together with Ch{d@ GW) and the EU (11.9 GW) sharing around
87% of the global market. The Danish compafegtas first gives out the top position among the
largest manufacturers since 2000, while GE catope® the first because of the strong U.S. market
in 2012. Figure 1.4 summarizes the worldwide toppéiers of WTs in 2012. It is seen that there are
four Chinese companies in the top 10 manufactwéls a total market share of 16.6%, which is a

significant drop compared with the 26% in 2011 5,7
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Figure 1.3 Global cumulative installed wind power capacityrfr 1999 to 2020.
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Figure 1.4 Distribution of WT market share by the manufaatsiia 2012.

In addition to the quick growth in the total ingtal capacity, the size of individual WT is also
increasing dramatically to obtain a reduced priee generated kilowatt hour. In 2012, the average
turbine size delivered to the market was 1.8-MWpaghwhich the average offshore turbine has
achieved a size of 4-MW. The growing trends of egmgy turbine size between 1980 and 2018 are
shown in Figure 1.5, where the development of paslectronics in the WTS (rating coverage and
function role) is also shown. It is noted that theting-edge 8-MW WTs with a diameter of 164 m
have already shown up in 2012 [8]. Right now mdsthe turbine manufacturers are developing
products in the power range 4.5-8 MW, and it iseex@d that more and more large WTs even up to
10-MW will appear in 2018, will be present in thexhdecade [7].
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Figure 1.5 Evolution of WT size and the power electronicansigem 1980 to 2018 (estimated).
Blue circle: the power coverage by power electranic

1.4. Components of Modern Wind Turbines

Not all of the components described here will benfibin every type and size of WT but the
main components of a typical one are illustrateBigure 1.6.

High-Speed
Shaft

Wind Vane

Tower

Transformer

Figure 1.6 Basic components of a modern, horizontal-axis Wihaigearbox (Design by the
National Renewable Energy Laboratory (NREL)).
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Driven by the wind, the blades (connected to therrby the hub) transmit the mechanical
energy via the low speed shaft through the geatbake high speed shaft that is attached to the
generator. The low speed shaft is supported byndia bearing, and the gearbox adjusts this speed,
some WT configurations use a converter to matchytiteconnection [3].

Alignment to the direction of the wind is contraldy a yaw system that rotates the nacelle
(housing) at the top of a tower mounted on a bédpa foundation. The pitch system (mounted in
each blade) controls the amount of power goinghto WT as well as acting as an aerodynamic
brake; there will also be a hydraulic brake mounv@dthe high speed shaft to stop the WT. A
meteorological unit may provide weather data (@igd speed and direction) for the control of the
pitch, brake and yaw systems, etc.

The costs of all these components in different $yped sizes of WT will vary. For example,
the costs of both converters and generators wikrddlepending on the configuration and some WTs
do not have a gearbox at all, Figure 1.7 showsctimeponent cost distribution for a typical 2MW
WT [9,3].

Hub

2.90% Blades
24.90%

Bedplate
5.80%

Tower
2940% ——

Pitch system
3%

Yaw system _— |
1.40%

Generator/
Converter
9.50%

Brake Transformer

1.50% Gearbox Main shaft 5.00%
o,
14.50% 2.10%

Figure 1.7 Component costs distribution for typical 2MW WT.

1.5. State-Of-The-Art of Currently Used Generator Systems

WTs can operate with either fixed speed or variabked. The actual rotational speed of a WT
is quite low and not fixed in nature. Thereforege tturbine speed must be adjusted to suit the
electrical frequency. This can be done in two wayter with a gearbox or with the number of pole
pairs of the generator. The pole pair sets the ar@chl speed of the generator with respect to the
electrical frequency and the gearbox adjusts tter gpeed of the turbine to the mechanical speed of
the generator. The gearbox-based system has slitetéme and requires frequent maintenance.
The efficiency and armature diameter of an indurctitachine depend on the number of poles. The
increase in the number of poles may decrease flogeaty and increase the magnetizing currents

[10].
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Depending on the types of generator, power eleicsprspeed controllability, gearbox or
direct-drive (DD), and the way in which the aeroaync power is limited the WT designs can
generally be categorized into several concepts. [M&kt, the four most commonly used generator
systems applied in WTs concepts are going to bsepted. Table 2.1 lists the top 10 WT
manufacturers of 2012 with the power levels of tpgobducts and the generator systems they use
[12].

Table1.1: Top 10 WT manufacturers of 2012, currently usatkegator concepts and power ranges [13]—-[14]

where:

M anufacturer Concept Rotor diameter Power range
Vestas (Denmark) DFIG 80—-100m 1.8-3 MW
GFC PM 112 -164 m 1.8- 8 MW
General Electric (US) DFIG 77—-120m 1.5-2.85 MW
DD PM 113 m 4.1 MW
Sinovel (China) DFIG 60—-113 m 1.5-5MW
Enercon (Germany) DD EE 48 - 126 m 0.8-7.5MW
Goldwind (China) DD PM 70-109m 1.5-25MW
Gamesa (Spain) DFIG 52-114m 0.85-2 MW
GFC PM 128 m 4.5 MW
Guodian United DFIG 77-100m 1.5-3 MW
Power (China) DD PM 100 m 3MW
Suzlon/REpower (India) CSIG 52-88m 0.6 -2.1 MW
DFIG 95 - 97m 2.1 MW
Siemens (Germany/ Denmark) GFCIG | 82-120m 2.3-3.6 MW
DD PM 101 -154m 3-6 MW
MingYang (China) DFIG 77-83m 1.5 MW
GFC PM 92-108 m 2.5 - 3MW

CSIG: constant speed with gearbox and inductioriggar, possibly with extended slip or two speeds.
DFIG: variable speed with gearbox, doubly-fed intducgenerator and partly rated converter.

DD EE: variable speed with direct-drive synchrongeaserator with electrical excitation and full cener.
DD PM: variable speed with direct-drive permaneiatgmet generator and full converter.

GFC PM: variable speed with gearbox, permanent-etaggnerator and full converter.

GFC IG: variable speed with gearbox, induction gatee and full converter.

1.5.1. Fixed Speed WTs Concept

During the last decades of the last century, mostriténufacturers mainly built constant speed
WTs with power levels increasing tdl.5 MW. This constant speed system consists ofesetbtage
gearbox and a SCIG directly connected to the ytgrid. This system (shown in Figure 1.8) is also
referred to as the Danish concept [12].

Above the rated wind speed, the power is mostlytéichusing the classic stall principle: if the
wind speed increases above the rated wind speegaiver coefficient reduces, so that the power
produced by the turbine remains approximately etudghe rated power. Sometimes active stall is

used: negative pitch angles are used to limit theep.
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Figure 1.8 Scheme of a fixed speed WT with SCIG.

The main strength of this system is that it cossiétsimple off-the-shelf components and that,
therefore, it is cheap. Two variants of this systhave been used to overcome some of its
drawbacks.

» Pole-changeabl8CIGs (shown in Figure 1.9) have two stator windimgth different numbers
of pole pairs so that the turbine can operate atdanstant speeds to increase energy yield and
reduce audible noise.

Energy Utility

rl

Energv

Figure 1.9 Pole-changeable concept with SCIG.

* The limited variable speed (slip +10%) WT has a wound rotor induction generator (WRIG)
with an electronically variable rotor resistanclkeofsn in Figure 1.10). This enables larger speed
variations and reduces mechanical loads and pouadity] problems. This system is sometimes

mentioned as a separate generator system [13].
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Figure 1.10 Limited variable speed concept with WRIG.

1.5.2. Variable Speed WTs Concept with Geared-Drive and Partial-Rated Power Converter

After 1996, many WT manufacturers chaniged variable speed WTS with DFIG and power
levels above roughly 1.5-MW (shown in Figure 1.10his system consists of a multi-stage gearbox,
a relatively low cost standard DFIG and a parthgdapower electronic converter feeding the rotor
winding shown in Figure 1.12. Pitch control limttee output power to rated power at wind speeds
above rated [12]. The power rating of the conveiker25% of the rated power, enabling a speed
range from roughly 60% to 110% of the rated spddds is sufficient for a good energy vyield

because the tip speed ratio can be kept optima farge part of the operating range.

Utility
arid

AEHTH

Figure 1.12 Wounded rotor used in the DFIG.
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Compared with the constant speed system, this mysteables a more flexible match with
requirements considering audible noise, mechana=ds, power quality, and energy yield. An
important disadvantage of this system appeared wheigrid codes of the power system operators
prescribed grid-fault ride-through (GFRT) capalabt[15]. This was not possible with the standard
DFIG system, and therefore a lot of work has bemmedo enable GFRT [16, 17]. This work has
been so successful that general electric (GE)y att@nging to gear and full converter (GFC)
systems around 2005, changed back to DFIG in 2012.

1.5.3. Variable Speed WTs Concept with Geared-Drive and Fully-Rated Power Converter

Since around 2005, several large manufacturers Haveloped variable speed WTs with a
gearbox, a brushless generator, and a convertethéfull rated power. Pitch control limits the
output power to rated power at wind speeds abaeel rd his system is mainly used to obtain better
GFRT characteristics than the DFIG and to avoidniiaéntenance and the failures of the brushes of
the DFIG. However, a fully rated converter has mlosses than a partly rated converter as in the
case of a DFIG [12].

There are quite a number of variants of this systenthe market because different generator
types and different gearboxes are used. Severalfacarers use PM SG (shown in Figure 1.14),
but SCIGs are also used as shown in Figure 1.1BI¢Ta1). The number of gear stages in this
system may vary from one to three. According td,[&2ower number of gear stages implies a larger
generator, but the resulting system may be moreiait and more reliable because of the omission
of the high speed stage of the gearbox [18].

Utility
arid

=

Figure 1.13 Scheme of a variable-speed WT with SC IG and GFC.
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Utility
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Energy

Figure 1.14 Scheme of a variable-speed WT with PM SG and GFC.

1.5.4. Variable Speed WTs Concept with Direct-Drive and Fully-Rated Power Converter

Since 1992, there have also been WT manufactusang gearless generator systems with DD
generators as shown in Figure 1.15. The generat@ni electrical excitation (EE) synchronous
machine. A fully-rated power converter is necess$aryhe grid connection.

Utility
grid

DD EE SG

Figure 1.15 Variable-speed WT with DD EE SG and GFC.

In the nineties, DD generators mainly had EE, bsed@Ms were too expensive. When the
price of PMs decreased, the focus shifted to PM. SGe high magnet prices around the year 2011
have again increased the interest in alternatiwve®Ms [12]. For a long timdnercon has been the
only large successful DD manufacturer (shown iruF@gl.16), although there were several smaller
DD manufacturers. However, also other large WT rfasturers have started producing DD WTs.

The main reason for using DD systems is to increakability by avoiding the maintenance
and the failures of the gearbox and by reducingtireber of turbine parts. However, it has yet to be
proven that the reliability of DDs is really bettdran that of geared systems [19]. The main
drawbacks of the DD generator are that the low-gpegh-torque generator is a large, heavy [12],
and expensive and that low speed generators arefiigsent than high speed generators. Therefore,
a lot of research has been done to optimize thesehimes. The electromagnetic and thermal
limitations of the iron cored radial flux genera@s applied in the industry are described in [20].

23



Chapter 1 Wind Power Generation System: Sate of the Art

generator/ stator — -—')

generator/ rotor — =

p
\ load winch model Ellercon E-66
- technical data -

rotor blade

technology
pitch regulation

rated power 1.8 MW
rated wind speed : 12.0 m/s
cut-in wind speed i 25 m/s
rotor diameter : 700 m
swept area 13,848 m?
rotor speed :10-22 rpm

generator  : synchronous

yaw motor ring generator

machine support gearbox  :none

brake \

: weight
axle P nacelle 1 688t
blade adapter rotor (incl. hub) 1317t
. tower (98m, concrete) : 861t
spinner tower tower (86m, steel tubular) : 219t

: rotor blade 4
blade pitch motor °

Figure 1.16 Gearless nacelle, in this case of an Enercon BEB&VT.
Source: Bundesverband WindEnergie e.V.

1.5.5. Conclusion on Currently Used Generator Systems

It is clear that the constant speed system is pesang. However, the configuration of DFIG
equipped with partial-scale power converter is d@ting on the market, but in very near future the
configuration with SG with full scale power conwsrtis expected to take over. Actually, the
solutions with full-scale power converter are becanthe preferred technology choices in the best
selling power ranges of the WTs [21, 8].

Figure 1.17 shows how the numbers and configurataironshore installations have changed

over time so as to increase the power generat&ermany [22, 3] (which had approximately 34%
of the total WTs of the world in 2003 [23])

100% = =
=== 3 blades
X
2 blades
80%
== Pitch-Power control
©
Q2
..E 60% +  Stall-Power control
£
g, === Synchronous generator
E 40%
(=] == Double-fed induction
2 generator
==p== |nduction generator
20%
=i \/ariable speed
0% - 7} === Constant speed

till 1990  1991-1995 1996-2000 2001-2005 2006-2008

Figure 1.17 WT configurations installed in Germany between@8fd 2008.
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1.6. Development Trendsto Reduce the Weight and Volume of the WTS

The turbine nacelle with traditional wind turbinengration system (WTGS) is heavy,
especially in offshore applications due to the éangass of the GSST operated at 50 or 60Hz, and
copper conductor generator. For example, the weayd volume of a 0.69/33kV 2.6MVA
transformer are typically in the range of 6-8 t 8@ n?, respectively. The weight for a 10MW DD
PM generator is about 300t. These penalties sggmfly increase the tower construction, and turbine
installation and maintenance costs [10]. This sactiovers the research and development trends on
generators, power converters and GSSTs to redusewtight and volume, and increase the
reliability of the WTGSs.

1.6.1. Brushless DFIG (BDFIG)

The BDFIG was reported in the literature Hynt and Creedy in the early years of the 90
century [24-25]. Some basic aspects of the BDFI@ewaso discussed in 1967 [26]. The first
implementations of BDFIGs used two DFIGs affixedtihe same shaft with their rotor windings
connected as shown in Figure 1.18. This topologkniswn as the Cascaded BDFIG [24,27]. An
improvement to the implementation of cascaded DFEGthe “self-cascaded” BDFIG which is
reported in [28, 29]. In this machine two sepanaiedings are located on the stator, sharing the
same magnetic circuit. The main advantage of tholbgy is that only one machine, with two
stators, is required instead of two machines afficethe same shaft as shown in Figure 1.19 [30].

< > Utility

DFIG n°1

Figure1.18 Cascaded BDFIG.
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Figure 1.19 Self-cascaded BDFIG.

In [31]-[32], it has been proposed to use the BDEK>a generator for use in WTSs. The
proposed BDFIG has two stator windings, one of Wwhsgtconnected to the grid (known as power
winding) and the other (known as control windingjsupplied via a converter, in the same manner as
a DFIG. The machine has two principal fields, agged with the two stator windings, of different
pole numbers which cross couple via the rotor. fiter has a short-circuited winding consisting of
so-called nested loops as shown in Figure 1.20.m&ehine operates in a synchronous mode with a

fixed ratio between shaft speed and the two sfegéquencies, again like the DFIG [12].

Utility
orid

-— -
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- -
- -
-
—
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Figure 1.20 BDFIG with nested rotor with six loops.

BDFIG shares with the DFIG the benefits of low comtstruction in that no PMs materials are
used and only a fractionally rated converter needemployed. Simultaneously, the absence of
brush-gear avoids one of the main failure modethefDFIG. Use of the BDFIG therefore gives a
low cost but reliable option [31]. The BDFIG alsasha significantly improved GFRT performance

compared with an equivalent DFIG, further redu@gggtem cost and complexity.
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1.6.2. Continuously Variable Hydrostatic Gearbox (CVHG)

Continuously variable transmissions (CVTs) allow tiear ratios to vary smoothly between a
certain range. There are a number of advantagasing a CVT over fixed speed gearbox. First it
allows variable speed turbine operation without tlee of power electronics. This is a great
advantage from the cost of energy perspective siec®ving the power electronics systems will
decrease the capital cost of turbine and incrdeseeliability of the drivetrain. Second it allowse
WT to operate at peak aerodynamic efficiency folaeger wind speed range compared to
conventional variable speed machines and this leakherease in annual energy production [33].

Hydrostatic transmissioran the other hand use fluid flow generated by pasidisplacement
pump to transmit power as shown in Figure 1.21. GgHhave the highest power density (power to
weight) among all transmission technologies. Thigkes it compact and lighter compared to
mechanical gearbox or other drivetrain of similating. The flexible nature of the CVHG makes it
possible to place the motor and generator asseofildyVT at the base of the tower while the pump
remains in the nacelle. This reduces both the leeaadight and the operation and maintenance costs
by not having to use a crane to service the georeaatd associated electronics in the nacelle [33].

The CVHG is controlling the rotor speed without theed for a frequency converter, and with
the use of a synchronous generator with an eletwmtage in the 10 kV range which eliminates the
need for a GSST, so the down time related to thehar@cal gearboxes and power converters are
eliminated [34]. One disadvantage of commercialigilable hydrostatic drives is the low efficiency.
This decreases the annual energy production althdagreases the production costs.

MV
High pressure hose T ( ) arid
L
T
Low pressure hose —_— e’
—
Energy

Hydraulic

; motor
Hydraulic

pump

Figure 1.21 Hydrostatic gearbox for WTSs.
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1.6.3. Magnetic Gearbox (MG)

In 2001,Atallah and Howe proposed the coaxial MG as shown in Figure 1.2Rickvwas
completely different from the converted MGs. It éays PMs on both outer and inner rotors, and
has ferromagnetic pole-pieces between the two gotlts operation relies on the use of the
ferromagnetic pole-pieces to modulate the magrietids produced by each of the PM rotors [35,
36]. Due to the contribution of all PMs to the toegtransmission, it exhibits a high torque density,
namely 50-150kNm/f The advantages of MGs over mechanical gears are:

» Higher reliability with lower maintenance and ndtication
* Physical isolation between input and output shafts.

* Very significant torque per volume.

» Very low acoustic noise and vibration

» Compliant transmission eliminates drivetrain putszd

MV
arid

Figure 1.22 Magnetic gearbox in series with a PM or EE SG.

1.6.4. Continuoudy Variable Magnetic Gearbox (CVMG)

If the outer rotor of the MG is controlledth a stator winding then the variable input shee
can be converted into a constant output speed, dbyely controlling the rotor mechanical
frequency. An example of a continuously variablegnetic gearbox (CVMG) is shown in Figure
1.23 [37, 38]. The advantages of the CVMG are:

» Controllable gear ratio
» High efficiency
 Compact

* No lubrication

* Power split operation

* Matches fixed-speed prime mover to variable load
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MV
grid

f""l

PM SG

Figure 1.23 CVMG gearbox in series with a PM SG.

1.6.5. Magnetic Pseudo DD Generator (PDD)

A MG may be combined with an electricahahine to realise a high torque density
magnetically geared drive in various ways. Figu24lshows a PDD electrical machine, where the
magnetic gear and the electrical machine are memdbnas well as magnetically integrated
[39,40]. The fundamental flux density componentled PMs on the high-speed rotor couples with
the stator winding to produce torque, while thenabyonous space harmonic resulting from the
modulation by the ferromagnetic pole pieces of i@gnetic field of the high-speed rotor PMs

couples with the PMs on stator to transmit torquiexad gear ratio [12].

MV
grid

(QF

Figure 1.24 Integrated magnetically geared PM SG.
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1.6.6. High-Temperature Superconducting (HTS) generator-based system

The current densities of the supercondsctare over 100 times higher than those in
conventional copper conductors. Therefore, a sopeector based compact and light weight
generator may reduce the weight of WT power geimgradystems. The optimum weight for a
10MW DD PM SG is about 300t, whereas the projeateight of a 10MW HTS generator is
approximately 150-180t [41]. There are several esgful tests of the first generation models and
the prototypes of motors and generators using HAAR. [Recently, Sway Turbine and Windtec
Solutions have been developing a 10MW WT generatbich is called theéseaTitan and this is
considered to be the world's most powerful turlp#s].

TheSeaTitan WT design employs an HTS generator, which is §icamtly smaller and lighter
and expected to be commercially available by 2@¥5. [There are several challenges, like the price
of superconducting wires and cooling technology,jcwhmust be addressed before large scale

utilization can be obtained. The main componenth®HTS machine are illustrated in Figure 1.25.

Stator back iron Stator copper winding iron

Rotor HTS coils

v Rotor support
Rotor iron

Figure 1.25 Main components of a HTS multi-pole generator [45]

1.6.7. Transformer-Less WTGS using a Multilevel Converter

Elimination of heavy and large GSST from theati@cmeans significant reduction of weight
and size of WTS. Medium-voltage (MV) power convestéke multi-level converter and modular
matrix converter topologies have been gaining tgufarity to eliminate the GSSTs in recent years.

With the arrival of new high-power semiconduati@vices, new power converter structures are
conceived to meet the needs of future MV or highage (HV) converter systems. In this highly
active area, neutral point clamped (NPC), flyingpaator (FC) and modular multilevel converter
(MMC) topologies and circuits as shown in Figurd6lhave found their application in low- voltage
applications [46]. For medium or high-voltage apations, the selection of multilevel converter
topology is very critical. According to [10], the \MC topology is the feasible choice for MV
converter applications.
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The high number of levels means that MV attaingbi possible with lower-voltage devices
to connect the WT to the MV network directly andaalpossibility to improve the output power

quality. The component number and control compjeixitreases linearly with the increase of level
number.

H-bridge inverter cell

<
51
I
Le Lo
w
L e L
H-bridge inverter cell

=)

Figure 1.26 Single phase converter circuit diagram: (a) 34&lRC, (b) 3-level FC, and (c) 5-level MMC.

1.6.8. Multi-Coil Generator based Medium Voltage Converter

A new type of lightweight ironless-stator modulaD Dgenerator, known as the spoked
lightweight machine (SliM) was proposed in 2005 RIP WTGSs [47]. This is a PM SG with a
large number of magnets placed on the steel ratarCopper coils are accommodated on the non-
iron inner stator rim. The ironless stator and gearfree operation allow a lightweight structure bu
still require a GSST. In 2006, a study was carpatto eliminate the GSST from the SliM-based
WTGS [48]. Pair of generator coils of SliM were dde generate multiple sources for the MMC

converter as shown in Figure 1.27. A multi-coil gextor-based WTS is shown in Figure 1.28.

Eg Module 1 Vout iy

Module 2 ' _ _l|<é
5 Vdc Vout
| 1l

_T e

Modulen |

Pl I—

SLiM
coils

ﬁl’ﬁr—

Figure1.27 SliM-based MV converter topology.
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Figure 1.28 Multi-coil generator based WTGS.

The idea to use large diameter generators withiamase to remove the attractive force
between stator and rotor [20]-[49] has been adopyedor example, Sway Turbine [50] (shown in
Figure 1.29), and Boulder Wind Power [51]. Such stnrctions make it possible to use less
electromagnetically active and structural matertdbwever, protection of the windings and the
magnets against the aggressive environment withditynand salt is an issue.

P

Figure 1.29 Large diameter DD generator of Sway Turbine. Sauseey Turbine.

1.6.9. Multiple Generators based Medium Voltage Converter

A transformer-less WTGS structure with several fperaix-phase PM SGs placed in the
turbine nacelle has been proposed in [52]. A migltienerators-based WTS is shown in Figure 1.30.
All the generators are driven by the same WT aruth séator winding generates an isolated source
for an H-bridge inverter cell of the MMC convertdhe MMC converter generates MV AC output,
which can be connected to the MV network directly.
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6-phase PMSG 6-phase PMSG
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Converter
module
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Figure 1.30 Multiple generators based WT system: single-pleagaut.

1.6.10. Medium-Freguency Magnetic Link-based MV Converter
Compared with the conventional transfasmgperated at the power frequency, the medium-
frequency (MF) (in the range of a few kHz to MHeartsformers have much smaller and lighter

magnetic cores and windings, and thus much lowstscé& medium frequency magnetic-link-based

Medium-voltage grid

novel MV MMC converter system was proposed as showikigure 1.31, to eliminate the GSST,

which is desirable for both onshore and offshoreG8T53].
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3

Module n

"< Medium >
frequency
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Figure 1.31 MF magnetic-link-based MV converter: single phis®ut.

This MF magnetic-link-based MV converter eliminatee GSST without changing the design

of traditional generators. A three phase MV corameised WTGS is shown in Figure 1.32 [10].
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Figure 1.32 Scheme of MF magnetic-link MV converter-based WTGS

1.6.11. Matrix Converter based MV Converter

In 2007, the first multi-winding phase-shifted tséormer-based MV multi-modular MC
(matrix converter) topology was proposed in [54].2011, single-phase output MC (SPMC)-based
MV WTS was proposed in [55]. The converter topolagghown in Figure 1.33. Split winding PM
SG WT generators based modular MC was also imastign [56] to eliminate the GSST from the

WTGSs. Although this design does not require speaghine, it needs several generators.

Multi-winding
transformer

SPMC
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@ ¥ SPMC
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30
3300 V

+)

SPMC

Grid

@ 4 SPMC
@ 45 SPMC
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@ o2 SPMC
@ e SPMC
Y%
@ : 20° lead U w
PMSG
@ . 20° lag

Figure 1.33 SPMC MV converter based WTGS.
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1.6.12. Medium-voltage DC converter

Recently, a transformer-less generator-convertacegt has been introduced for lightweight
HVDC WTGS [57]. The iron-less stator generator wadveral stator segments and modular AC/DC
converters was used in the proposed system aspedtin Figure 1.34. In 2012, a minimum weight

dual active bridge converter was proposed to retheaveight of WTGS [58].
Module 1

s AC
6.8 kV DC 11.1kV
7 Module 2
AC
68KV DC 5 11.1 kV
Wind 5
— S _
KG\/
100 kV
Module 8
AC |
— 11.1 kV
6.8 kV bc
Y4 Module 9
AC
L /] e \ 11.1kV
6.8 kV

Figure 1.34 WT with segmented stator generator and MC.

1.6.13. Medium Fregquency Transformer based System

Increasing the operation frequency canttyreaduce the physical volume of the transformer,
which has been widely used in switched mode powpplées. Operated at 1.2 kHz, the weight and
size of a 3 MW transformer can be less than 8%moéguivalent 50 Hz unit [59]. For high-power
applications, a new type of transformer employimgvmmagnetic materials with higher saturation
flux density levels and lower core losses, andcigdfit semiconductor devices with fast switching
possibilities, high blocking capabilities, and heghpower densities, known as the power electronic
transformer, was investigated in [60]. A new HVD@@farm with MF transformer was introduced
in [59] as shown in Figure 1.35. Design consideratiof a 3SMW MF transformer for offshore wind
farms were proposed in [61]. A multi- generatiorbtne and MC-based HVDC system has been
proposed in [62]. That proposed system consistd©$, high-frequency (HF) transformers and full

bridge rectifiers as shown in Figure 1.36.
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Figure 1.35 WT with PM generator and MF Transformer.

MC 3”5 ] ACDC B

High-frequency
transformer

=(o H v FHEEHET
o

HVDC

High-frequency
transformer

ve 1 3lIE %%

High-frequency
Gearbox transformer

Figure 1.36 WT with MC and multi-generation system.

1.7. Conclusion

In this chapter, an overview of electric generatmologies for wind energy systems has been
presented, as conclusion, there is no trend towasthgle WT generator system, but instead the
diversity of WT generator systems is growing. Tive¢ currently used variable speed systems (with
gearbox and DFIG, with gearbox and full converted ®D) are expected to remain for the coming
years. Several development trends to reduce thghtvand volume of the WTBave been proposed
in the last years, this development trends aresiedwn the elimination of the heaviest and the most
broken down components of the nacelle, the mechhmdve train and the GSST. As final
conclusion, there is no definitive solution, eaddwnWTS has some advantages and drawbacks,
High-Temperature Superconducting WTS is one ofntlest competitive, smaller, lighter, DD and
compact WTGS, with successful developed 10MW WTegaior.
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Chapter 2: Modeling and Control of the
DFIG based WPGS

2.1. Introduction
Wind energy is one of the most important and promgisources of renewable energy all over
the world, mainly because it is considered to be-palluting and economically viable. At the same

time, there has been a rapid development of relf€dechnology [1-2]. The main componenfsa

grid-connected WTS are presented in Figure 2.1.

Wind Turbine Gearbox DFIG & Converter Grid Connection
Figure 2.1 Main components of a typical WPGS.

This chapter is dedicated to give the mathematiadlieling and the control schemes of the
DFIG based WPGS.

2.2. Modeling of the Global WPGS

DFIGs are widely used in modern WTSs due to thairable speed operation mode (VSOM),
four-quadrant active and reactive power controlighilow-converter cost, and reduced power
losses compared to other machines such as corsgiaatl induction generators and synchronous
generators with fully rated converters [3]. DFIGduees acoustic noise and stresses of the
mechanical structure [4]. Another benefit of thelG& system is their power electronic converter
system which is connected between the utility gnd the rotor winding circuit, are sized only for a
part of the full power of the generator. The WT&8a harvest the maximum wind power available

at various wind speed by adjusting correctly theesjof the rotating shaft [5].
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The blocks marked as RSC and GSC in Figure 2.2r tefthe Rotor-Side Converter and the
Grid-Side Converter respectively. As can be judd@esn the wound-rotor induction generator
symbol, marked as WRIG, the RSC is connected tadte windings while the GSC is connected
via the inductance filter and the transformer t@ twid, hence the name. A three-winding
transformer allows independent rated voltage onstator and the rotor [6]. The converters share a
DC-link formed by the capacitor that allows bi-ditienal power flow between the machine’s rotor
circuit and the grid since the converters are I3®iEed. Together these three components namely
the RSC, the DC-link and the GSC form a back-td<b@mnverter. Since the DFIG is essentially a
rotating transformer, the fundamental frequencyhef current and the voltage in the rotor circuit
changes with its speed. The DC-link thus provides decoupling between the two alternative
current sides, which are at different frequencldee inductance filter mitigates the harmonics ia th
current, due to the switching converter, and presidhe impedance over which energy can be

exchanged. The stator windings are connected biriecthe grid via the transformer [7].

Themathematical modeling of the WTGS presented in fleidli2 starts from the input kinetic
power of the wind and finishes in the output eleatrpower (from the left to the right). The gerlera
control structure as connectionism between the \WAr8ponents is shown in Figure 2.3. A model of
a DFIG-WT basically consists of (1) a generator dride train, (2) a turbine rotor model, (3) a GSC
and DC-link capacitor, (4) a pitch controller, aftij a rotor-side controller that controls the agtiv

and reactive power of the generator [9].

bﬁ Utility Grid

Gear Box Ps & Q
S s ‘
Pm ®m )
Viw °° @ Transformer

b

SW3
—
? SW1
Wind Turbine SW2 T/ -s.Ps
-—>
3"“ J_ =
= —I_ 3~
RSC GSC I

Figure 2.2 General scheme of the DFIG based WTS [8].
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Vi
Turbine Wind
rotor mode
A
Oy Tm F
: P,
. . Pitch out
Drive-train |—| e
model w;
7-8'77 wm . .
ke Tout
U ;
O o | DFIG | Voo Vg Three-winding Grid
M€ 79 1 mode — transformer | model
Ira & /rq V.
A g
Via& Vig 4 !
/.d
"1 bcink
RSC & GsC |— .
> I\ lgd & lgq
v A T
Power & Reactive
Speed — = pOVVG' QUUI‘
controller | /4 /rg |controller
¥ Pout

Figure 2.3 Control block diagram of DFIG wind turbine.

2.2.1. Wind Speed Model
A wind speed signal generated by an autoregressoxéng average (ARMA) model described
in [10], and its development is described here. Wied speedV,(t) has two constituent parts

expressed as [10]:

Vw (t) = Vmean +Vturb (t) Z-Ql)

whereVneaniS the mean wind speed at hub height ¥pgd is the instantaneous turbulent part, whose
linear model is composed by a first-order filtecikad by Gaussian noise [10]:

y 1
V b (t) = _T_Vturb (t) 0y (202)

w

whereT,, is the time constant and,, is the white noise process with zero mean. Theenfise is
smoothed by a signal shaping filter, thereby tramsing it to colored nois¥,, as shown in Figure
2.4,
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Figure 2.4 Generation of wind speed by ARMA model in MATLABi#Sulink [10].

The instantaneous turbulence component of winddsigeabtained as [10]:
Vturb (t) = aturbvturb (2-03)
whereay is the standard deviatioW,, is the ARMA time series model, which is given Q9T

\/turb (t) = thurb_l - b\/turb_Z + CVturb_S + aturb - daturb_l + ea,turb_Z (2-04)

wherea, b, andc are the autoregressive parameters @rahd e are moving average parameters
whose values beingt =1.7901, b=0.9087, ¢c=0.0948, d=1.0929 and e =8%2. The wind profile
obtained by the ARMA model is presented in Figute 2

2.2.2. Wind Turbine Model

The turbine is the prime mover of WTS that enalthesconversion of kinetic energy of wind
Ew into mechanical poweP{,) and eventually into electrical power [11].
p = aaEtW C, = %pACp(/],,B).va (2.05)

whereV,, is the wind speed at the center of the rotor (/& the air density (Kg/f, A=zF¢ is the

frontal area of the WT (M andR is the rotor radius (m). Figure 2.6 illustrates thple relationship

between the mechanical power, turbine speed and spaedRm(wt, V).

16
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Figure 2.5 Sample wind speed obtained using ARMA model (aye&speed being 12 m/s).
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Figure 2.6 Maximum power curve (MPC) of the WTS.

The TSR (Tip Speed Ratio) is the ratio of the Imgzeed of the blade tip(xR) and the wind

speed. It is given as:
a R
\

w

The efficiency coefficienCy(4,5), as indicated, is a function of the blade angleecathe pitch

A =

(2.06)

angle and denoted iy and the TSR denoted lythis triple relationship is presented in Figuré.2
One way to define the efficiency coefficient is bging a look-up table, another way is by
approximating the efficiency coefficient using andmear function. The second method gives more

accurate results and it's faster in simulationigsrgby[12]:

C,(A.B) = ozz(% - 0483 - 5je_”i' (2.07)

C1_ 1 _ 0035
A A+0088 pBi+1

From the plot shown in Figure 2.6, it can be stdted the optimal operating point i6=0°,
Aop=10 and Cymax= 0.5). So, if the WTS is running at a particular spéleat corresponds to wind
speed in such a way that the TSR remains optiral.f), then we can extract the maximum
available power from the available wind spe€g=Cpmay)-

the optimal rotational speed has to be taken aserte to get the MPPT purpose which given by:

Aot Vi
Wy ot = °F;; (2.08)
then, the maximum mechanical power extracted fitoenatind is obtained by:
_1 2 s _ 1 5 W,
I:)m_max - EpﬂR C:pmax\/w - EIO”R A3t Cpmax (2.09)
opt

Moreover, the optimal driving torque of the windkune is defined by?rt_opt = Pm_max/ Qi opt
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Figure 2.7 Maximum efficiency coefficient curve (MECC).

» BladePitch Angle Mode

In case of wind speeds above the rated wind spseally the pitch control is activated. The
pitch control by changing the angle of blades adotieir longitudinal axis (see Figure 2.8) reduces
the mechanical power and thus, keeps the outpuéparound its nominal value and minimizes the
mechanical stress [13], in the blade pitch amgletrol we have two options, the collective and the
individual blade orientation systems.

Few papers discuss the modeling of the bladestatien system around theirs axes. In general
a first-order system model can be found in [15]:

g 1
T,-T, J,5-d,

(2.10)

where J;and d ;are the moment of inertia and the friction coeéfitirespectively, and, andT, are

the blade orientation system and the wind resistamues.

Figure 2.8 Hydraulic blade pitch control system [14].
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The mechanism of blade orientation system has bwpd, the inner one controls the speed
variation of$3, and the outer one contrgds In fact, lots of torques interferes in the dymaahstudy
of the blade orientation control system [16]. Thepresentation of these torques demand the
modeling of the dynamical structure of the bladdsp the wind behavior around the blades with
taking into account the friction of the rotor hiMoreover, the control of RS of the blades around
their axes with band-pass larger than that of tibehing angle. Bearing in mind these two last
observations, we decide to approximate the cofdap of the pitch angle variation speed by a first-
order linear system contain the principal dynamgstesm defined by the time constagt[17].

Pitch angle orientation system is then modeled pyoaortional controller which generates the
variation speed reference of pitch angle, thems&d@irder system gives the dynamical behavior ef th
pitch variation speed system, the pitch angle \®miby integrating the speed [17]. As security

precautions, the pitch angle speed has to be limie we take}é| <10°/sec, and the pitch angle is

limited to the interval [0-3). The overall pitch angle orientation system isganted in Figure 2.9.

Blade orientation system

,Z‘Jﬂ 0..300 | “10%s .. 10%s = *

: g1 17
—>—|C-|-> _IL—D —PW—D

W | =

Angle control loop

SuEEEEEEEEEEEEEEEEEEEnnnnnnn?

Figure 2.9 Bloc diagram of the blade pitch angle system.

Generally, if the wind speed is below the ratedigathe WTS operates in the VSOM, Qgis
kept at its maximum and the pitch control systereactivated. If the wind speed is above the rated

value, the pitch control system is activated ineoitd reduce the aerodynamic power.

2.2.3. Two-Mass Drive Train Model

Three different drive-train models (one, two, ahee-mass models) usually used to model the
drive-train [18]. The so-called two-mass model (@han Figure 2.10) is simple and sufficient with
reasonable accuracy for the transient stabilityyasrsaof WTGS especially the interaction with the
grid [19-20]. The aerodynamic torque causes the turbine speeg which gives by the following
dynamic equation [21-13]:
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Figure 2.10 Two-mass drive train model [19-20].

da
J, v =T - T (2.11)
Here, the low-speed shaft torqlig; acts as a braking torque, it is obtained by:
7] w
Tes = Ky (80 - Nm )+ Ddamp(a)‘ _N_m) = NgThs
9 9
Wy = Ny, 2.12)

ét = w,and ém = w,,

The generator inertidy is driven through the high-speed shaft, the higkespshaft torquéhssis
braked by generator electromagnetic torjgg its dynamic system is described by:

3,%%m 1 1, —bw

hss ~ 'em
¢ dt

m (2.13)

where:T; andTg: aerodynamic torque of turbine and generator glewgnetic torque respectively,

J andJg: : turbine rotor and generator moment of inerispectively,

ot andwn, : turbine and generator rotational speed respalgtiv

Kstitt andDgamp: shaft torsionastiffness and torsionalamping coefficientsespectively

Ny : ratio of the gearbox.
2.2.4. DFIG Modd

The DFIG model has been implemented with motor eatien on the rotor side and generator

convention on the stator side [22-23-24], or maimmvention on both rotor side and stator side [25-
26-27-17]. Application of Park's transformationgl]2o the three-phase model of the DFIG, with
motor convention on both rotor and stator sidesvad! writing the dynamic voltages and fluxes

equations in the arbitrary d-q reference framegaren by [28]:
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V, = RJg, *+ dzs" - WP,
— H dajsq
Vg = Rdg +d—t+ WP
V., =R, + do ~wo, (2.14)
dt
V. =R +ﬂ+ w D
rq g dt r % rd

whereRs and R. are respectively the resistance of the statorratat windings,ws and w, are the
rotational speed of the synchronous reference fraand the rotor reference frame respectively,

which are related by the following relation; = a, - pa,,, = a, —G,.

The stator and rotor flux are given by:

(@ = Lig+ Lyl =(Lg+ Ly )ig + Loy = Laisg * Ligimg

D =Ldg+ Loy =(Lg+ L)+ Lyl = Lalgg + Ll

Pg =Lig+Liig=(Ly + L)l + L =Lyl + Lyl (2.15)
D=L+l =(L, +L)ig+ L =Lyl + Ll

\

wherelLs and L, are respectively the inductances of the stator ratat windings,Lis andL;, are
respectively the leakage inductances of the statat rotor windings, and., is the mutual

inductance.
The equivalent circuit of the DFIG in drgference frame is shown in Figure 2.11.

isd Rs ?ﬁ Lis Ly ?,—qi? R 1w
WA O ) W<
Ims
qu dd }sd Lm d& }mr‘ V;d
dr dt
s Psa L ©:Prd Rr I

Vig o, Ly / dP, Vi,
dr dt

Figure 2.11 Equivalent circuit of the DFIG in the depordinates [29].
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The electromagnetic torque can be written as atimmof rotor currents and stator fluxes as:
_ L, . .
Tem - pL_(¢sq|rd _(psdqu ) (2-16)
S

The stator active and reactive powers are expressed

P, =V iy tVl

s sq' sq

Qs :Vsqisd _Vsdi (2'17)

sq
2.2.5. Back-to-Back Power Electronic Converters Model
The main power circuit of three-phase two-levelspulvidth modulator (PWM) back-to-back
VSCs (voltage source converters) employed in thieeoti study is shown in Figure 2.12. The power
rating of the RSC is determined by two factors, egmmaximum slip power and reactive power

control capability [30]. The RSC can be seen agreent controlled VSC.

Rotor Side DC-link Grid Side
Converter Capacitor Converter

£ £ zEI:r £+ £ £

—_— LYY Y .

LYY Y N

)
/1

Y Y Y N

o f £k | £ £ £

Figure 2.12 AC/DC/AC bidirectional power converter [31].

The control objective of RSC is to regulate thdostaide active power (or rotational speed)
and the stator side reactive power independentig. gower rating of the GSC is mainly determined
by maximum slip power since it usually operatea ahity power factor to minimize the losses in the
converter [31]. The GSC is normally dedicated totodling the DC-link voltage only. The
converter can also be utilized to support grid tigagpower during a fault [32]. The GSC can also be
used to enhance grid power quality [33].

In this chapter, only linear PI control schemeshwWM have been used in the three-phase
back-to-back VSCs. The reference voltage of eadsehs compared to the triangular waveform,
generating the switching states for each correspgndverter leg, as shown in Figure 2.13. Output
voltages for phases andb, vay andw,y, and line-to-line voltage,, are also shown in this figure
[34].
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Figure 2.13 Pulse width modulator for a three-phase invedt.[
The vector control system based on Park’s transftbom is used in the back-to-back VSCs, it
provides two orthogonal channels d antbgeach converter thereby allowing decoupled céomio
active and reactive power. This is equivalent todbntrol of a DC machine where this decoupling is

achieved through machine construction [35].

2.2.6. Grid-Interfaced I nductance Filter Model
Figure 2.14 presents the schematic diagram of th€ @nd the DC-link system. The voltage

equation across the inductors is [37]:
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Figure 2.14 DC/AC grid-interfaced converter [36].

Vv [ [ Vv

ga ga ga fa
ng = Rg lop | T Lg d_t lgp | T Vi (2.18)
Vgc Igc Igc Vfc

Apply the Parkiransformation to Equation (2.18), we obtain thikofeing voltage equations in the
d-g frame rotating at grid voltage frequenoy:

o di g4 .
Vi = Rglgg +L p —wyLly tVy

gd g
di (2.19)
Vg = Rgigq +L, d—f:q"' nggigd Vi
The active and reactive powers exchanged betwesegrith and the GSC are:
Pg =ngigd +ngigq
{Qg =Vialgs ~Valgg (2:20)

2.2.7. DC-Link Capacitor Model
We assume the back-to-back converter is lossledsnaglect the losses in the inductor
resistance, then the DC-link is modeled as [36-37]:

Poc =Vococ (2.21)
P, = Ve goc (2.22)
P =V 'irDC (2.23)
P, =P, - P (2.24)
Ioc =lgoc ~linc (2.25)
ioc = Coc d\;t“’c (2.26)
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2.3. Power flow in Wound-Rotor Induction Machine

Stator side always feeds active power to the grithe generator operating mode and vice-
versa for the motor operating mode, whereas aptveer is fed into or out of the rotor depending on
the operating condition of the drive. For examjflehe WRIM works as a generator, in the super-
synchronous operating mode, power flows from therrgia the converter to the grid, whereas it
flows in the opposite direction in the sub-synclmas operating mode as shown in the Figure 2.15.

P> 0
A

Q1 P,

Pﬂb‘f

> 5>

s <0

Figure 2.15 Operating quadrants of the WRIM [26].

where, in quadrant:e  Q1: the WRIM is a motor in the sub-synchronous opegathode.
* Q2: the WRIM is a motor in the super-synchronous dpeganode.
* Q3: the WRIM is a generator in the sub-synchronousaipey mode.
* Q4. the WRIM is a generator in the super-synchron@esating mode.

In steady-state at fixed rotor speed for a losdE#3& system we haveé=Tem the mechanical

power from the wind turbine applied to the shafgiisen byP,, = Ps + P;. It follows that [38]:

P=P -P.=T-T, @=-T (% %) =-T s =-sP (2.27)
[0

S
S

wheresis defined as the slip of the WRIG = (&, — &,)/ &

Therefore if the maximum slip is limited, say t@&0the rotor winding converters can be rated
as a fraction of the induction generator rated powais is typically around £30% for WRIG in
WPGSs gives a slip range of £0.3. This is one kiyaatage of the DFIG system over fully-rated

power electronic systems.
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From the above relationships, the stator and mdarer are:

P.=P,/(1-s) and P =-sP,/(1-5s) 18)

To consider the mechanical power change duringmifft rotor speeds, the following analysis
is carried out with all terms in per unit value$eTslip is assumed to vary from a sub-synchronous
value of +0.35 to a super-synchronous value of5.0R3gure 2.16 shows how the rotor and stator
power vary as the rotor slip changes from sub-ufgessynchronous modes. The speed of the rotor
has to change as wind speed changes in orderctottra maximum power point of the aerodynamic
system. Slips, therefore is related to incident wind speed.his tase, a slip of -0.2 occurs with
rated wind speed (12m/s). As wind speed drops hsigpto increase and in this case has a maximum
value of 0.35 [38].

1.2
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- === ] speed
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Figure 2.16 Power flow in the DFIG system [38].

It is clear that the mechanical powBf, reaches its peak at super-synchronous speedswvhen
-0.2. When rotating at the synchronous spees (), the DFIG supplies all the power via the gtato
winding, with no active power flow in the rotor vdimgs and their associated converters. Note that at
s=0, the stator power is maximum. As the wind spe®deases, the rotational speed must also
increase to maintain optimum tip-speed ratios.uichscircumstances, the machine operates at super-
synchronous speeds< 0). The mechanical power flows to the grid thitobgth the stator windings
and the rotor windings and their converter. Fomepie, ats=-0.2, P is 0.8pu andP; is 0.2pu giving
a total generated power of 1pu. At lower wind sgedide blades rotate at a sub-synchronous speed
(s> 0). In such circumstances, the rotor convertstesy will absorb power from the grid connection
to provide excitation for rotor winding. For exaraphts=0.2, Psis 0.8pu butP; is -0.2pu giving a

total generated power of 0.6pu.
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With such a control scheme it is possible to cdritre power extracted from the aerodynamic
system such that the blade operates at the optiaensdynamic efficiency (thereby extracting as

much energy as possible) by adjusting the rotegpmed according to the incident wind speed [38].

2.4. Control Schemes of Grid Connected DFIG

The DFIG has to be synchronized and connectecketgrid before any power can be produced.
Typically, when the generator rotational speed edsea certain threshold value, it is assumed that
the wind is strong enough to generate electric powefitably, and the global control system

produces an order of connecting the DFIG statdineagrid [39].

2.4.1. DC-link Capacitor Charging using GSC Current Control

The GSC as mentioned earlier has two tasks. Ittbamaintain the DC-link voltage and
exchange reactive power with the grid if requirAtithe start-up stage of the DFIG system, it is the
GSC that has to bring the DC-link voltage to theeleequired for the operation of the system after
which the RSC control can be enacted [40] [41].iDywmnormal operation, the GSC maintains the
DC-link voltage by exchanging the active powerte RSC with the grid.

The daxis of the rotating reference frame is alignedlite grid voltage vector, so we have [36-42]:
Vg =V,  and Vg =0 (2.29)
Phase, amplitude and frequency of the grid voltgecritical information for the operation of

the grid-connected inverter systems. A simple veaget information about the phase angle is to use

the angle of the voltage vector in W reference frame:

V
_ _ 9B
Hg = Ia)g dt = arctan V_

o (2.30)
Using arctan of the voltage ratio works well with an ideal gmdthout disturbances, if the
signals are distorted, the output of this methodl also be distorted. Therefore, a Phase Lock Loop
(PLL) is implemented in the software, the functiointhe PLL is to keep track of the phase angle
under any condition. The most common PLL technigpelied to three phase grid-connected
systems is based on an algorithm implemented ichsgnous reference frame (d-q). The structure

of the employed PLL algorithm is presented in FegRrl7
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Figure 2.17 Block diagram of three-phase PLL structure [43].
Thus, we can rewrite the active and reactive p@geations of the GSC as:
P, =Vigilg

Now, it can be clearly seen that active and reacfiowers are proportional igq and igq
respectively. Therefore we can achieve the decduptmtrol of the active and reactive powers
throughigq andigg,

We assume that harmonics due to the switching eanelglected, the GSC and the inductor

resistance are lossless, then based on the D@nlilel (Equations (2.21, ..,2.26)), we have:

. dav . .
Ipc = CDc e = lgpc ~ lioc (2.32)
dt
Pg = VDC igDC = ngigd
m
V — GSC V
o 2 (2.33)
I — Mgsc i
gbC 2 gd

wheremgscis the modulation index of the GSC. We consiggy as disturbance, and apply Laplace
transform to Equation (2.32) then we can obtaingfer function ol/pc as function ofyq [36]:

m
V.. = _Mesc ;

where s is the Laplace operator.
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A PI controller has been used to guarantee conBt@dink voltage and generate reference d-

. ;0 . . L
axis current componerlyg to the inner control loop. We segq = 0 because we want the grid-side

reactive power to be zero. We defi\v(g'gj ande'q as the outputs of the inner PI current controllers:

. _ di
Vi = Rjigq +1L ad

9 dt
di (2.35)
R i 99
qu - Rglgq + Lg dt
then from voltage Equation (2.19), the referenc€@8ltages are:
D — ' .
(2.36)

Vig =~V — gL i

The overall control structure of the GSC is presdn Figure 2.18.
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Figure 2.18 Grid voltage oriented control scheme of the GS&}.[4

After the synchronization conditions are achievib, stator-side switch SW3 is closed, and
the generator is connected to the grid. The pitaileacontroller sets the blade pitch at the optimum
point if the blades are not yet at this point [44].

2.4.2. Generation of Electrical Power

After connecting the DFIG to the grid, the conteollsets the optimum point for power

reference to the maximum value determined by tmelwpeed. Usually the reactive power reference

between the grid and the generator is set accotditige grid requirements. To achieve a decoupled
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control between the stator active and reactive powe choose a d-tgpresentation of the DFIG

with the d-axis oriented along the stator-flux wegiosition [39]. The stator flux angle is giver by
d)sa = ‘[VSG' - RSiSG’dt
@, = [V — R0t

whereds is the stator-flux vector position.

@
= 6, = arctan [cp—wj (2)37

sa

Since the stator is connected to the grid, we coaddle the following assumptions [37]:

» The stator resistand& can be neglecte@sually justified in machines with a rating ov@kV).
» The stator magnetizing current space phésgis constant in magnitude and phase.

* Frequency of the power supply on the stator is taomsi.e.«ws= constant

Under those assumptions, it implies that:

@ =P =L +L i, =Ll
@, =0="Lj,+L,i,

sq

P

2
(prd = I—rird + I—misd = IL_mims +0Lrird (2'38)

@, =Li,+L

rq r'rg m

Iy = OL, 1

whereg is the leakage factor = 1— L2 / L_L,. The stator and rotor voltage can be written as:

4?2 o

s sq

Vsd = O = Rsisd +

(2.39)

2

o di, L2 .
V, = Ri, +olL, It +a)r(L—|ms +ol,iy )

The relationa @, =V, confirms that stator-flux vector and stator-voltagetor are turning in

S

same angular speed, but stator-flux vector is waade to stator-voltage vector witf?2 rad. This

gives us another way to calculate the stator-flester position [26,44]:

\%
0, =6, - % = tan ‘1(\/5” ] - g (2.40)

sa
Then, from Equation (2.39), the following voltagamponents are applied to the DFIG rotor during

the running stage:
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D — v -
Vrd _Vrd _erLrIrq

2

. L~ . (2.41)
Vrc? :qu + a)r( = Ims + JLrIrd )
LS
whereVr‘d andVr'q are the output of the inner rotor currents cotersl
Now, we rewrite the stator active and reactive posggiations:
P. =V ="V ii
q sq rq
L,
N : o L Ve oL, L, o, (242
Qs _Vsdsd _Vsq( C‘Dsd - I—mlrd )/ Ls _Vsq_( Ty ) _Vsq_m( Ims I )
L. al, L.
the electromagnetic torque equation as:
T-me(cpi @D i,)= meCDi-p?“ii
- P d ~ *sd B S ™ - VT
em I—s sq r sd ' rq Ls sd'rq Ls ms' rq (2.43)

Then, from Equations (2.39) and (2.42), the resglblock diagram of the DFIG is presented in
Figure 2.19.
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Figure 2.19 Block diagram of DFIG system used for control.

From Equations (2.42) and (2.43), it can be seet the stator active power (and the
electromagnetic torque) depends only on the g-extier current. The stator reactive power only
depends on the d-axis rotor current. Therefore,démupled control of stator active and reactive
powers has been achieved in the stator-flux reterérame using the indirect vector control of the
stator power as presented in Figure 2.20, therd@vasecontrol loops, the inner one consist of the
rotor current loop, while the outer one is the @tggower control loop. PI control is typically used
and can satisfy the control requirement under nboparating conditions, the PI controllers terms

are calculated with a pole-compensation methodesepted in Appendix C.
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Figure 2.20 Stator flux oriented control scheme of the DFIG.

2.5. Simulation Results

In order to prove the effectiveness of our glolaitool scheme of the WPGS, the wind speed
profile is chosen in order to make the WTS workshia variable speed (MPPT) and constant speed
(constant power) operating stages as presenteidune=2.22. The control system is performed in the
per unit (pu) system according to the rated charstics of the WT as presented in Appendix B.
The parameters of the DFIG are taken from [45] aibeld in the Appendix as Table A.1. In this
chapter, the simulations have been carried outgusile Matlab/SimPowerSystenvgith motor
convention on the rotor side and generator conwentin the stator sidehe detailed simulation
model in Matlab is presented in Figure 2.21.

A correct initialization of the simulation modelags an important role in this case, since
transients at the beginning of simulation can leadiumerical instabilities. Otherwise, due to the
long time constants of the electromechanical patthe® WT model it is necessary to wait for tens of
seconds before reaching steady state. Therefaendtiuel developed in this work was set-up to start
in one special steady-state point. For this reaganfollowing parameters need to be provided:

» Steady-state voltages and currents in the model
Active and reactive power of the machine
Mechanical power obtained from the wind turbine
Slip of the machine.

Pitch angle of the WT

YV V V VY
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Figure 2.22 Detailed simulation of different operating modeshs DFIG based WPGS.

Discussion

The initial point of this simulation is the ratedna speed, rated rotor speed and rated output
power. The wind speed start to decrease in dtans the rated wind speed (12m/s) into the 6m/s
(Figure 2.22.a), this variation is inside the MP&Jerating mode, the rotational speed is changed
accordingly in order to maximize the output powsrpaesented in Figure 2.22.d and Figure 2.22.e
respectively. After that the wind speed startsniwrease in stairs and pass the MPPT zone into the

constant power zone (beyond the 12m/s).
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The DC-link voltage is regulated to the 1200V usihg GSC, Figure 2.22.b presents a good
pursuit to the reference without any problems. piteh angle is controlled to work according to the
operating mode, for a wind speed between the catththe rated wind speed (5mM,< 12m/s),
the pitch angle is maintained zero. Beyond thathpcontrol system is activated in order to protect
the mechanical construction of the WTS from ankyisverload. Also, the Figure 2.22.c presents a
good pursuit to the reference without any problems.

The rotational speed of the DFIG is controlled wrkvonly in the permissible zone (£25% of
the synchronous speed), the speed variation pbigsadiows to track the maximum output power in
the moderate wind speed conditions. Figure 2.2edgmts the rotational speed control performance;
the optimal rotational speed is given as referamgiag the TSR maximisation algorithm. Figure
2.22.h presents efficiency coefficient of the WTi8gardless of the intensity or any transient
variation in the wind speed, the efficiency coeéfit is maintained at its maximum.

Figure 2.22.i presents the TSR variation, in thePNMIRone (before the 26s) the optimal TSR is
maintained (almost 10). After the 26s, a constamput power and constant rotor speed operation is
activated, the pitch angle is increased to redbeeatrodynamic power of the WTS, the rotor speed
and the output power are limited to their ratedugal The efficiency coefficient is decreased away
from its maximum and likewise the TSR.

The reactive power is maintained zero in orderuargntee a unity power factor in the stator
side of the DFIG (Figure 2.22.e). The active povgechanging according to the available kinetic
power of the wind. The measured stator currentchamging according to the stator active power
with constant frequency (Figure 2.22.f), however thtor currents are changing in magnitude and

frequency according to the rotational speed andth®r exchanged power (Figure 2.22.9).

2.6. Conclusion

In this chapter, a detailed modeling and analytithe® WTS driven DFIG is presented, each
part of the electromechanical conversion systemthef WPGS is discussed and presented,
supervision of operating modes, references gewaraand RSC and GSC control laws
demonstration, limitations and protections managentd the WPGS are discussed. Finally a
detailed simulation test including all the opergtmodes of the DFIG based WTS is presented. In
the next chapter we will discuss the power maxitizaand power limitation operating modes

problems, and we will suggest some improvementsdan intelligent ideas.
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Chapter 3. Power Maximization and
Pitch Angle Control using Fuzzy
and Neuro-Fuzzy Controllers

3.1. Introduction

WTs are controlled to operate only in a specifiadge of wind speeds bounded by cut-in and
cut-out speeds. Beyond these limits, the turbirmkshbe stopped to protect both the generator and
turbine. Figure 3.1 shows the typical power cur’a &VT [1-2]. It can be observed from Figure 3.1
that there are three different operational regidine first one is the low-speed region, where the W
should be stopped and disconnected from the ghd. Second is the moderate-speed region that is
bounded by the cut-in speed and the rated speedhiel the turbine produces its rated power. In
this region the turbine is controlled to produce thaximum available power from the wind. In the
high speed region (region 3), the turbine powdmnsted so that the turbine and generator are not
overloaded [3-4]. When WT is stopped generatinggrovts operation belongs to region 4.

Two control levels can be distinguished. First EIG control level with a fast dynamic
response contains the electrical control of the @M hrough the power converters. The system
contains two power converters; the RSC controlepetmdently the stator generated active and
reactive power. The GSC controls the DC link vadtagd guarantees unity power factor in the rotor
branch regardless of the magnitude and directidheofotor power, the detailed scheme of the DFIG
control is illustrated in Figure 3.2. Second is IMd control level, with slow dynamic response,
provides reference signals to the pitch orientasigstem and to the DFIG control level [5].

The WT control level contains two controllers; pitangle controllewhich has as task to control
the generator speed at high wind speeds by charigingitch angle. At low wind speeds, the pitch
angle is kept constant to an optimal value, and NPT generates the active power (or the

electromagnetic torque) reference signal for thv@apower control loop [5].

Pma

Prated |—

1 2 | 3 4

Veut-in Vrated Vecut-out %/\vind
Figure 3.1 Power curve of a variable speed WTS [6].
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In this chapter we will try to contribute in the MP topic by improving some of the previous
methods by using the artificial intelligence tecjues.
3.2. Maximum Power Point Tracking Algorithms

In order to get the optimum operating point of WW&S, using a MPPT scheme in the control

system is essential [7]. When the wind speed dbesath its rated value, the output power cannot
reach its rated value, so, capturing the maximumilave power from the wind kinetic power
becomes the main control task for the under rated apeed conditions. It is possible to control the
DFIG torque so that the rotational speed can beedawith the wind speed in such a way that the
maximum efficiency coefficient as well as a maximauoitput power can be obtained [8]. Many
papers have been written on this topic on thedlitee, it can be classified into five groups [9]:
» The lookup table based (OT, PSF, TSR)
The state space linearization and nonlinear spateesbased
The neural network-fuzzy logic based
The hill climbing based (HCS or P&QO)
The modified or hybrid HCS/lookup table techniques

YV V V VY
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3.2.1. Optimal Torque Algorithm

Maybe the lookup table based is the most wideldUd®PT method, it need either a pre-
programmed 2D lookup table using stored data ofmaph generator speed and the corresponding
maximum power (or maximum torque) at different wspkeds; or a cubic (or a quadratic) mapping
function to offer reference signal for optimum Wawer or torque at any operation speed. Therefore
they need a generator speed sensor or observer [10]

If the rotor is running at the optimal TSR and theximum efficiency coefficient, thus, by

replacingA = A,, andC_ =C_ . into Equation (2.9), the following expression igaibed:

pmax

(3.01)

If we neglect the gearbox mechanical los$&sscs) and neglect the generator friction losses,
the following relation can be considered in thadtestate:P,, = T, = T, @, & @, = N &

The high-speed shaft output torquBb.f) extracted from the wind that in turn drives the
generator is given by:

_1 5Cpmax 3 1 _1 5 Cpmax 2 _ 2
Thss_opt - Ean Aipt a)t ( m) - Ean mwm - Kopt 'a)m (302)

In the optimal torque (OT) control based metho@, @imalytical expression of the OT curve
represented by Equation (3.02) is given as a neferdorque T(e,*n) for the controller that is

connected to the WT (Figure 3.3). In general, théthod is simple, and efficient.

Vw ﬂﬂpt
!
Turbine T
Aerodynamic —| Two-Mass ( @;
O » [ vector | Vi T, |Drive Train »
Control | > PWM t-:-s» DFIG + RSC >  Model [P
, erenee > :
P Y T :
. :-----------------------------------; l]*dq E
* ) :
< em @ esssssssansnnnn s R s s s mE R EEn a)m < e
| nnnnn Kopt i

Figure 3.3Block diagram of OT control based MPPT method [7].
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* Simulation Results :

The simulation goal is to apply a moderate windegipi® examine the dynamic response of the
WPGS with and without the MPPT algorithm. The wspked profile is chosen in order to get a
VSOM of the DFIG which is between the 0.7 and 1.2pmulation results are presented in Figure
3.4. Also in this chaptethe simulations have been carried out using the Matlab/S mPower Systems
with motor convention on the rotor side and generator convention on the stator side, the parameters
of the DFIG-WTS are cited in the appendix as Tahlke A correct initialization of the simulation

model is essential in this case, since transiantiseabeginning of simulation can lead to numerical

instabilities.
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Figure 3.4Dynamic responses of WPGS in the VSOM with andhewit MPPT algorithm.

» Discussion:

Figure 3.4a shows a stepped wind speed prdfigure 3.4b shows the rotational speed
response with and without using MPPT algorithm. AWfitt using MPPT, the rotational speed has
been fixed in the rated speed, however the OT obntranges the rotational speed of the system
according to the optimal operation point, but gsamic is slow. Figure 3.4c shows the output active
power of the WPGS, by using a MPPT algorithm, tbaeegated power is always superior then in
case without using a MPPT algorithm, Figure 3.4dwshthe power efficiency coefficient which
confirms the last conclusion. The OT control seanitable but its dynamic is low because it does
not use directly the wind speed data, meaning whiadl changes are not reflected instantaneously
and significantly on the reference signal [9].

3.2.2. Power Signal Feedback Algorithm

The most common method is the power signal feedfR8k) method [14-15] it usually uses
either a 2D lookup table obtained theoreticallyhmitie MPC or a plotting function using the product
of the cube of measured rotational speed with thegationality constant. The data points for MPC
and the corresponding rotational speed could beirdd experimentally from the experimental
results, and then recorded in a 2D lookup tablel[1 Because experimental data is needed in this

MPPT method, so we pass it. The block diagram\WfT& with PSF control is shown in Figure 3.5.
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Figure 3.5Block diagram of PSF control based MPPT method [7]

3.2.3. Optimum TSR Algorithm

The optimal TSR point for a given WT is constargamelless of wind speed. If TSR remains
constantly at the optimal value, it is guarantekdt tthe extracted energy will be maximized.
Therefore, this method seeks to force the WTSrmare at this point by comparing it with the actual
value and feeding this difference to a controllérat, in turn, changes the speed of the generator t
reduce this error. The optimal point of the TSR bandetermined experimentally or theoretically
and stored as a reference. Although this methothsesimple as wind speed is directly and
continuously measured, a precise measurement fat speed is impossible in reality and increases
the cost of the system [9-18-19].

We can use a rotational speed control loop to ttheloptimal TSRthe optimal rotational speed

which will be taken as reference is given by:

ALV,

— —_ opt
Wy o = Ng. oy = NQ.T (3.03)

From the plot shown in Figure 2.7, it can be stdked the optimal point for VSOM of this WTS is:
B=0°andAop=10 andCpma=0.5.

A. TSR Algorithm using Pl or FLC as Rotational Speed ©ntroller
The block diagram of the TSR control method is shawfFigure 3.6. The FLC that used in the

rotational speed control loop to replace the Plicbler is presented in Figure 3.7 [20].
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Figure 3.7 FLC structure of the rotational speed control loop

Table 3.1 illustrates the fuzzy inference ruleshefrotor speed controller

Table 3.1:Rule table for the fuzzy logiotor speeaontroller

e(pu) | NB | NM | NS Z PS | PM | PB
Ae (pu)
NB NB | NB | NB | NB | NM | NS Z
NM NB | NB | NB | NM | NS Z PS
NS NB | NB | NM | NS Z PS | PM
Z NB | NM | NS Z PS | PM | PB
PS NM | NS Z PS | PM | PB | PB
PM NS Z PS | PM | PB | PB | PB
PB Z PS | PM | PB | PB | PB | PB

* Simulation Results :
The same previous simulation test is used understmee operating conditions and WT
characteristics, the goal is to compare the Plrotlat and the FLC dynamic responses in the

rotational speed control loop and VSOM. The simafatesults are presented in Figure 3.8.
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Figure 3.8 Dynamic responses of WPGS in the VSOM using TSR-Blgorithm [20].

» Discussion:

Wind speed decreases in steps from 13m/s into @nfsresented in Figure 3.8a. Rotational
speed is following wind speed variation with sigraht time delay as presented in Figure 3.8b, this
because of the large turbine inertia, the mairedzffice is in the high wind speed between 0 and 2sec
where the pitch system was activated to avoid amyload, and the rotational speed was maintained
at its maximum (1.2pu). TSR-fuzzy control is fasded more efficient than the OT and the TSR-PI
control because it's directly deal with the windeed signal by using an intelligent reasoning
language. Moreover, the rotational speed passeleosynchronous point at the 6sec, this means that
the operating mode was in the super-synchronousraod became in the sub-synchronous mode,
and this shows the advantages and the superidribhe®FIG in the variable speed WTS.

Figure 3.8c illustrates the dynamic response afues in the turbine HSS, thg is inversed in
order to compare it with th&,. In the OT strategylem and theT, are reacting slowly by means of
the sudden variation of wind speed. However, on T8&-Fuzzy strategyJen and theT,, are
reacting quickly because of the rotational speedrobloop, which makes th&, bigger than thd,
in order to reduce the rotational speed and maxntie efficiency coefficient according to the
optimal TSR like in the 5sec and 8sec. TSR-Platpais not presented because of the space, but it's
quicker than the OT and slower than the TSR-Fuirayegy.

Figure 3.8d shows the output stator active andikeapower of the DFIG. Active power in the
TSR control follows its reference that brought fréime rotational speed control loop, it depends on
the turbine aerodynamic power, and the reactivegodallows its reference which kept at zero. The
TSR-Fuzzy strategy has a faster dynamic, and theswaned power follows its reference exactly.
However, in the OT control, there is no active poa@ntrol loop, the active power follows the slow
dynamic of the turbine optimal torque. Another rekna the 5sec and the 8sec, there is a rise in the

active power, this because of the rapid dynamidhef TSR-Fuzzy control system, in order to
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decrease the Rotational speed quickly, the mechlapiower of the shaft was converted into
electrical power, and the contrary will happerhére is an increase in the wind speed.

Figure 3.8e shows the efficiency coefficient, itmaintained at its maximum after the 2sec, this
means that the MPPT algorithm is working perfetlyall the studied MPPT techniques, here also
the TSR-fuzzy control is faster and more effecthan the OT and TSR-PI based speed control.

B. Sensorless TSR based MPPT Algorithm using a FLC

TSR is the fastest MPPT technique because it usestlg the wind speed signal to compute
the optimal Rotational speed of the WT, Howeveg, significant wind speed variations at different
points over the blades swept area makes diffiaut direct measurement of effective wind speed,
our objective is to increase the system'’s religbity reducing the cost of both equipment and
maintenance by means of a rotor speed observeryiaadspeed estimator [10].

* Rotational Speed Estimation

The proposed MRAS (Model Reference Adaptive Systetvgerver consists of using an
adaptive model and a reference model in the clasma scheme. A FLC is used in order to reduce
the error between the two models. Figure 3.9 shthesoverall scheme of the generator rotor
position and speed estimation of the proposed rmdetRoom Equations (3.15) and (3.16), the g
component of the rotor voltage and the d-axis rotwrent can be expressed respectively as [21]:

o di, o dig S
qu = errq +Lr dt +LmE+a)r(Lrlrd + Lmlsd) (304)

From Equation (2.45), the q component of the rotorent can be expressed as a function of

the g component of the g-axis stator current dsvol
L

1 — S
| = —

i
rq L«
m

From Equation (2.46), (2.04) and (2.05), the editha-axis component of the rotor voltage used in

(3.05)

the adaptive model can be written as:

Rr LS

_ L.L, . di L, L,
Vig g =~ L [ +(Lm_L—)d_:q+wr_$t(L_chd+(Lm_

LLr Ji)  (3.06)

m m

rq_ sq
m

The FLC is used to reduce the error between tHearehthe adaptive models. After estimating
the rotor electrical angular velocity, the rotaabspeed of DFIG is estimated using the synchronous
frequency throughout a PLL. The FLC includes foartp [22]: fuzzification, fuzzy rule base,
inference engine and defuzzification. There are itwpit signals to the FLC: the speed's error e and
the change of the errate. These two inputs are converted by scaling faaerpresented in Figure
3.10. To obtain the output, the defuzzication usedksed on the center of gravity method, and the

triangular MFs are used for the inputs and foratgut.
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Figure 3.9 Schematic blocks of the MRAS based DFIG rotor dpseserver [21].
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Figure 3.10Structure of FLC for rotational speed MRAS obsef€].

Table 3.2 illustrates the fuzzy inference ruleshaf rotor speed estimator. In order to improve
the performance of the FLC, an empirical analysigsed to set parameters of the MFs. Figure 3.11

shows the MFs for the inputs and output variables.
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Figure 3.11Inputs and output MFs of the FLC based MRAS oleserv

Table 3.2:Rules table of the FLC used for rotor speed estimat

Ae(pu)
Output BN | N Z P | BP
BN | BN | Z | BN | Z Z
N Z Z N Z Z
e(pu) Z | BN | N Z P | BP
P Z Z P = Z
BP | Z Z | BP | z | BP
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* Wind Speed Estimation

By means of the data about the WT, TSR and theeldaditch angle and the turbine
mechanical power, the wind speed can be calculsed) roots or the nonlinear inverse function of
Equation (3.05). Generally, people use lookup taiehod to implement the inverse function. In
this work, the turbine mechanical power is cale@datrom the estimated DFIG's rotor speed given
by MRAS observer which is presented earlier, THeremce electromagnetic torque of the DFIG is
given by the rotational speed controller (see Fdg6), and by taking into account the power losses

in the gearbox [23], the estimated mechanical paféne WT in the steady-state is given by:
P, =T w,

m_est hss_opt ““m_est + F)Ioss,GB =T ema)m_ast + F)Ioss,GB (3.07)
whereT o is the reference electromagnetic torque,es is the estimated DFIG rotor speed, and the
gearbox losses are taken for 1.5MW DFIG as give[iLb}

Rossea(PU) = (Raea = Fom) / Paer = (15/09- 19)/(L5/09) =01 (3.08)

In order to impose the optimal rotational speeddbieve a maximum wind power tracking, the
wind speed is estimated from the mechanical powendoy the Equation (2.05), Figure 3.12 shows

the wind speed estimator subsection.

{1 ) P Pm
wiT-est X —m u1}Ploss B [——mx
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Figure 3.12Structure of the wind speed estimator [10].
» Simulation Results
In this case, classic TSR and sensorless TSR d¢adgorithms are compared with another
MPPT technique from the same category (look-upetdlsised). The same WTS characteristics are
used and a decreased wind speed profile is usedsiiulation results are presented in Figure 3.13.
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Figure 3.13Dynamic responses of WTS in the VSOM using seaseT SR algorithm [10].

Discussion:
Figure 3.13a shows the rotational speed respohsgydrformance the MRAS observer based

rotational speed estimator is represented, whexertitking error is less than +2%. Figure 3.13b
shows the theoretical and the estimated mechapmaér of the WT according to the rated power
which is 1pu or 1.5/0.9MW, the theoretical mechahmower instantaneously affected by the wind
speed variation as denoted in Equation (3.05) thritestimated mechanical power suffers from the
large WT inertia which gives slower dynamic resggrisut we can say that they are nearly similar.

Figure 3.13c shows the pitch angle response, theplimitation system has been activated between
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0 and 1.5sec, this because of the mechanical acedod after the 1.5sec pitch angle returned to O i
order to allow the VSOM. Figure 3.13d shows the sneed and the estimated wind speed, the
tracking error is less than +6%.

Figure 3.13e shows the measured output active eative power of the DFIG, the measured
powers track theirs references precisely, betwbherDtand 1.5sec the system is in the rated power
operating mode, because the output power and tbe speed are limited to their rated values, after
the 1.5sec the wind speed decreased and the syetiemmed to the MPPT operating mode below the
rated power.

Figure 3.13f shows the rotor’s currents, they varypnagnitude and pulsation according to the
operation mode. In the rated power operating mtue system is in the super-synchronous mode
(wr=-0.2pu), in the MPPT mode the rotor pulsationtwe to increase until the synchronous point
at 9.3sec which became 0, after that the systemmnbedn the sub-synchronous operation mode and
the rotor pulsation became positive.

Figure 3.13g shows the efficiency coefficient resgm the sensorless TSR algorithm keeps its
fast response in the transient phase, and its éfigtiency and stability in the steady-state phase.
Compared to the conventional TSR algorithm, thessdess TSR algorithm keeps the whole
distinguished characteristics of the conventiorf@aRTcontrol, so this leads to a decrease in both cos
and maintenance of the overall control system.

3.2.4. Maximum Power Curve Searching Algorithm

Maximum power curve searching (MPCS) method baseshe MPC characteristic of the
WTGS, only the mechanical losses in the gearboxamsidered. A FLC with its adaptive reasoning
is applied to unsure the convergence of the prapossethod through variable output step-size signal
until the error becomes zero. If the operating p@rto the left of the peak point after changing i
the wind speed (point A), the controller must mave the right to be closer to the peak until etg

to the zero error (point B), and vice versa ikibn the other side as shown in Figure 3.14 [24].
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Figure 3.14Working principle of MPCS approach [24].

The general structure of the FLC is shown in Figdub , the measured rotational speed and
stator power will be used as inputs to the MPPTesgsthe error in estimated mechanical power and
its change EP,, and AEP,) are used as inputs to the FLC, the output is dhange on the
electromagnetic torque of referenael (4n). MFs and the surface created by the FLC are stinwn
Figure 3.16. Triangular symmetrical MFs are sugatdr the inputs and output, which give more
sensitivity especially as variables approach t@.zéable 3.3 gives the corresponding rules of this
Fuzzy-MPCS controller. The FLC is efficient to tkabe maximum power point, especially in case
of frequently changing wind conditions [25]. Theeoall block diagram of the MPPT control is
shown in Figure 3.17. We assume the power congeded the machine windings are lossless and
by taking into account the losses in the gearbaox Bquations (2.27), the mechanical power is

obtained by this relation:
I:)m :Tema‘m + I:?oss,GB = Ps + R + I:?oss,GB = (1_ S)Ps + I:?oss,GB (3-09)

According to the Equations (2.05), if the rotorusining at the optimal TSR, it will also run at the

maximum efficiency coefficient. Thus, the MPC e)gmien is obtained:

1 C
— 5 p max 3 _ 3
Pn wpc = E:O”R —/]3 w, = Kopt W, 3.10)
opt .
{1 . [
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Figure 3.15Structure of the FLC used for the mechanical pawetrol loop [24].
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Figure 3.16Membership functions of Fuzzy-MPCS controller [24]

Table 3.3:Rule table of the Fuzzy-MPCS controller

EPm(pu) | NB | NM | NS Z PS | PM | PB
AEP(pu)

NB NB | NB| NB| NB|NM| NS| Z

NM NB | NB| NB|NM| NS| Z PS
NS NB | NB|NM | NS | Z PS | PM
Z NB | NM | NS | Z PS | PM | PB
PS NM | NS | Z PS | PM | PB | PB
PM NS | Z PS | PM | PB | PB | PB
PB Z PS | PM | PB | PB | PB | PB
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Figure 3.17Block diagram of the MPCS based MPPT control syqi4].
» Simulation Results
Simulation objective is to apply a random wind spewofile to emulate normal wind
turbulence, the wind speed profile is chosen tcecdlkie whole VSOM which is between 0.7 and

1.2pu. The simulation results are presented inrei§ul8 and Figure 3.19.
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Figure 3.18Dynamic responses of the fuzzy-MPCS algorithnha ¥ SOM.
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Figure 3.19Comparison study of dynamic response between QTS control techniques [24].

» Discussion:

Simulation results in Figure 3.18 and 3.19 demaett the simplicity and accuracy of the
MPCS method. This method obtained the maximum geevalue of power efficiency coefficient
and maintained it at its maximum like in the OT ttohmethod even with changes in wind speed.
Nevertheless, its dependency on WT characteristace it inflexible.

3.2.5. Perturb and observe Algorithm usinga FLC

Perturb and observ@&O) control or the hill-climb searching (HCS) & mathematical
optimization technique used to search for the logdimum point of a given function. This method
is based on perturbing a control variable in srst@p-size and observing the resulting changesein th
target function until the slope becomes zero. éf dperating point is to the left of the peak pading
controller must move it to the right to be closerthe peak, and vice versa if it is on the othde si
[7]. Additionally, choosing an appropriate stepesig not an easy task, though larger step-size snean
a faster response and more oscillations arounghéh& point, and hence, less efficiency, a smaller
step-size improves efficiency but reduces the cayerece speed [26-27-28].

To improve the efficiency and the accuracy of tbeventional P&O method, the step-size is
automatically updated according to the operatingitpdf the system is working on a certain point
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that is far from the peak, the step-size shouldinmeeased to speed up the tracking process.
Conversely, the action is reversed to decreasstdesize when the operating point nears the peak,
in order to drive the operating point to settle dogxactly at the peak point as illustrated in Fegur
3.20. This working principle reduces the oscillaiathat occur in the conventional P&O method,
accelerates the speed to reach the maximum, aretddie time needed for tracking [7].

The employed FLC is shown in Figure 3.21 [29-30F thange in mechanical power and
measured Rotational speed are used as inpiits &nd 4w,) and the output is the change on

rotational speed referencé, ).

P (MW)
A
! p

m_max—1

A
“w,, (rad/s)

Figure 3.20Working principle of the adaptive P&O approach [29]
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Figure 3.21Structure of the FLC used for P&O based MPPT dtigaor [29].

The role of the FLC is to perturb the referenceedlpend to observe the corresponding change
of output power. If the output power increases Wiith last speed increment, the searching process
continues in the same direction. On the other hirtkde speed increment reduces the output power,
the direction of the searching is reversed. FLCfitcient to track the maximum power point,
especially in case of frequently changing wind d¢bods [25]. The overall block diagram of the
MPPT control is shown in Figure 3.23 where the Egna (4.01), (4.02) and (4.09) are taken into

account to estimate the output power.
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MFs and the surface created by the fuzzy contralter shown in Figure 3.22. Because the
triangular symmetrical MFs give more sensitivitpesially as variables approach to zero, we again
use it in the Fuzzy-P&O. Table 3.4 gives the cqroesling rule table of this Fuzzy-P&O controller.
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O o o o
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0 1
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Figure 3.22Membership functions of Fuzzy-P&O algorithm.
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Figure 3.23Block diagram of P&O based MPPT control systen.[29

Table 3.4:Rule table of Fuzzy-P&O controller

AP, | NVB | NB NM | NS Z PS PM PB PVB
Awn
N PVB | PB PM PS Z NS NM | NB NVB
Z NB NM | NS NS Z PS PM PM PB
P NVB | NB NM NS Z PM PM PB PVB

e Simulation Results

The simulation objective is to apply a stepped wspeed profile to emulate powerful wind
turbulence, The wind speed profile is chosen ireotd cover the whole VSOM as shown in Figure
3.24.

H
>

=
N

Wind speed (m/s)
|_\
o

(o)

10 12

(a) Wind speed profile employed.
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Figure 3.24Dynamic responses of the Fuzzy-P&O algorithm irO¥S[29].

90



Chapter 3 Power Maximization and Pitch Angle Control using Fuzzy and Neuro-Fuzzy Controllers

» Discussion:

Figure 3.24a shows a stepped wind speed profileredvalmost the entire variable speed
operating range of the WTS. Figure 3.24b showgpitoh angle variations according to the operating
point of the system, between 0 and 3sec, the pitemtation system is activated in order to lirhi¢ t
speed and the power to theirs rated points, bet #fat the pitch orientation system was deactdsate
to allow the MPPT system to work freely. The FigBr24c shows the rotational speed response and
its theoretical optimal speed, it is changing adoay to the wind speed changes. In term of stabilit
the Fuzzy-P&O method seems less stable becausedhsured speed moved away from the optimal
speed even in the steady-state phase.

Figure 3.24d shows the measured output power amdatied power of the WTS, the output
power decreases for every wind speed reduction; glseems equal for the different MPPT method.
OT control seems steadier than the P&O becauseuhey-P&O is suffering from oscillations.

The power efficiency coefficient response is préseénn Figure 3.24e, the OT method is
superior in maintaining the highest efficiency esaky in the steady state, on the contrary, the
Fuzzy-P&O suffers from the optimal step-size seagloperation, and this takes time depending on
the mechanical characteristics of the WT (thiskigious between the 6s and 8s), but the difference

between of them can be acceptable (0.5-0.49).
3.3. Blade Pitch Angle Control

If the wind speed is above the rated value, thehpttontrol system is activated in order to
reduce the aerodynamic power of the WT.
3.3.1. Blade Pitch Angle Control using Neuro-Fuzzy Controllers

Beyond the rated wind speed (12m/s), a pitch arefErence superior than zero have applied
to the blade orientation system. We can controlrtitational speed of the DFIG to its rated speed
1.2pu, and as a compensation term, we control gehanical power to its rated value. Some authors
use a gain scheduling control [31-5-32], in ordecémpensate the non-linear characteristics of the
blade orientation system and this need a lot dinigoperations. The employed NFCs have two
inputs (the error and its change) with figieelIMfs. The learning data set is collected by extensive
simulation tests using classical Pl controllerse Diverall pitch angle control system is presented i
Figure 3.25. The mechanical power is given byHEbaation (3.09).
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Figure 3.25Pitch angle control scheme using two NFCs.
* Simulation Results

In order to show the effectiveness of the proposautrol system in the constant speed and
constant power mode, we apply a high wind speetil@nary from 12 to 22(m/s), the simulation

results are shown in Figure 3.26.
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Figure 3.26Dynamic responses of the WPGS in the constandspaeration mode using ANFIS.

» Discussion:

According to Figure 3.26, when the wind speed becdmgher than the rated wind speed
(12m/s), the pitch angle reference became supénem zero in each control method, the main
difference in these two reference signals is tmature, which is linear in the PI control, and
oscillated and noisy in the NFC case. The NFC esar in maintaining the Rotational speed and
the mechanical power in their rated values regasdté the wind speed intensity; however in the PI
control case, the Rotational speed and the mechlapasver exceeded their rated values also the
mechanical power seems more oscillated than treafes NFC. The same remark is observed in the
output electrical powers, they are more oscillatedhe Pl control law, and the active power

exceeded the rated output power of the DFIG (0.9pu)
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We can say that the NFC with an appropriate dalaatmn of the system is able to maintain
the WPGS steady in the rated operating point ie casigh wind speed condition, with more output
power oscillations damping capability comparedh® Pl control method.

3.3.2. Blade Pitch Control and MPPT Algorithm using ANFIS

As the case of PSF algorithm, the reference MP@@WT should be obtained first from the
experimental results. Then, the data points for imam output mechanical power and the
corresponding WT rotational speed must be recomiedookup table [16-17]. Our idea is to use the
ANFIS environment and the WT characteristics tagiea TSK fuzzy system to emulate the optimal
MPC orPr=f(wm), the estimated rotational speed is used as imptitet fuzzy system. Assume that
the power converters are lossless and the windagistances are neglected, we can get the reference

electromagnetic torque from Equation (3.07) as:

Ten = (P = Pos.cs)/ Whn_es (3.12)

From the WT power curve and by using the ANFIS, wanstructed a fuzzy system
(Fuzzy vepy) performs the MPC versus the generator speedHgeee 3.27a). The fuzzy system has
a single input with five MFs (see Figure 3.27bg ttumber of the training epochs is set to 30 with a
error tolerance of I®(see Figure 3.27c). Figure 3.27d compares the ANLBuUt with training and
checking data sets after training, clearly the ASIButput presents a good fit to the original data.
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(a) MPC created by ANFIS.
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Figure 3.27Training process of the ANFIS based MPPT.

In the pitch angle control, we used a proportiar@itroller in the rotor speed limitation loop,

and an ANFIS in the mechanical power limitationdo@he ANFIS is inspired from the efficiency

curve Cy=1(8,4)), it has one input which is the efficiency coeaffiut that estimated from Equations.

(2.05) and (3.07), and the output is the optimé&tipiangle reference, the activating condition is

given as:
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(3.12)

*

B, =By g While:P,  >1
B,=0 while:P, <1

We built a fuzzy system (Fuzzycn) performs the pitch angle versus the MECC preseinte
Figure 3.28a. The system has a single input wite MFs (Figure 3.28b), the number of training
epochs is set to 100 with an error tolerance &f (Eigure 3.28c). Figure 3.28d compare the ANFIS
output with the taining and the checking data sésr training, again the ANFIS output presents a
good fit to the original data sets.
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Figure 3.28Training process of the ANFIS based blade pitadieanontrol.

The proposed MPPT and pitch angle control are ptedewnith the per unit system in Figure 3.29.
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» Simulation Results
The wind speed profile is chosen in order to gef SOM of the DFIG system which is
between the 0.7 and 1.2pu and in the limited paywerating mode for wind speed above 12m/s. The

simulation results are represented in Figure 3.30.
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Figure 3.30Dynamic responses of the proposed algorithm iratgely variable wind speed.

» Discussion :

Figure 3.30 shows the dynamic response of the WiTlsgh and moderate wind speed, Figure
3.30a shows the measured and the estimated wired spleere the estimation error is less than +6%
in the steady-state condition as denoted in thenasbn error figure added within the Figure 3.30a.
Figure 3.30b shows the rotor speed response, wtherestimation error is less than £3% in the
steady-state condition as denoted in the estimatimr figure added within the Figure 3.30b. Figure
3.30c shows the theoretical and the estimated mexdigpower of the WT according to the rated
mechanical power which 1.5MW, this estimated polgs been used to estimate the wind speed as
mentioned earlier. The theoretical power instardasly affected by the wind speed variation as
denoted in Equation. (2.09), however the estimatedhanical power suffers from the large WT
inertia which gives slow dynamic response accordnghe available wind speed. Between 3 and
6sec the mechanical power is limited to its ratelll@. The estimation error is less than £7% in the
steady-state condition as denoted in estimatiar égure within the Figure 3.30c.

The Figure 3.30d shows the measured output actisleeactive power of the DFIG, between
the 3 and 6sec the system is in the rated poweatipg mode, because the output power and the
rotor speed are limited to their rated values,ratie 6sec the wind speed became lower and the
system returned to the MPPT operating mode. FigL8@e shows the pitch angle control response of
the system, the power limitation system has bedivaded between 3 and 3sec because the
mechanical power exceeded the rated value of the @ apart this, pitch angle is kept to zero in
order to allow the MPPT mode. Figure 3.30f showes efficiency coefficient response, the PSF is
nearly similar to the OT control, and maintainee@itrefficiency and stability in the steady-state
phase with maximum reached value of 0.49. Betwbken3tand 6sec, the efficiency coefficient is

decreased according to the pitch angle.
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Figure 3.30g represents the high speed shaf) @nd the electromagnetic torqués,{), the
Ths changed according to the mechanical power captoyethe turbine, thdsis braked by the
controlledTem in order to harvest the maximum power. During dyestate between 3 and 6sec, the
rotor speed is constant amgs andTenare equal to their rated value.

Figure 3.30h presents the rotor’'s three-phase migréhey vary in magnitude and pulsation
according to the operating mode. In the rated pavparating mode, the system is in the super-
synchronous modenf = -0.2pu), in the MPPT mode the rotor pulsationticae to increase until the
synchronous point at 12.5sec which becomes 0, diterthe system enter into the sub-synchronous

operating mode and the rotor pulsation becomegipesi

3.4. Conclusion

Based on the simulation results and the analylses T method was found the steadier and
superior in maintaining the steady-state, put igpahdency on WT characteristics makes it
inflexible. Optimal TSR based MPPT algorithm istfard efficient, nevertheless, its dependency on
wind speed measurement and the WT characteristadsesnit also inflexible. On the other hand,
Fuzzy-P&O algorithm is flexible and simple in impientation if we consider the problematic of
defining the optimum step-size, but it is lessaidint because of the continually researching of the
optimal operating point. With no need to any infatran about the wind speed or the WT
characteristics, P&O seems an interesting idea. MR@thod is hybrid of look-up based and P&O
methods, it is more stable and accurate. Usind\fR€ in the blade pitch control system can be so
useful in maintaining the stability and protectmiithe WPGS even in case of wind speed above the
20m/s.
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Chapter 4. Direct Power Control of
Grid-Connected Doubly-Fed

Induction Machine, Review

4.1. Introduction

This chapter gives an investigation on the decalipled direct power control strategies of the
DFIG and their robustness capabilities againstsiingden rotational speed variation and machine
parameters uncertainties. The ability to operateatoring and generating modes, sub- and super-
synchronous modes are tested by directly contelsthtor active and reactive powers for different
control laws, firstly the well-known field orientecontrol (FOC), next the classic direct power
control (DPC) using a lookup table, then the nadinsliding mode control (SMC) approach, and
finally the intelligent fuzzy logic control law. Rally a brief comparison study has been given ef th
simulation results in order to clarify the straigimd weakness points of each control law.

In this chapter, the simulations have been carried out using the Matlab/Smulik with motor
convention on both rotor and stator sides of the DFIG,

4.2. Control Strategies of the DFIG

The DFIG is a dynamic system with strong nonling@upled characteristics and time varying
uncertain inputs. Many control approaches have Ipeeposed for the power electronic converters
and drives, the most usually used ones being pleg@m Figure 4.11].

The basic idea of hysteresis control law is to kdepvariable inside the hysteresis band by
changing the switching state of the converter eacle the variable reaches the boundary. The
simplest application is the current control, mooenplex schemes of hysteresis control law such as
direct torque control (DTC) [2] and DPC [3] are posed using the error between the measured
variable and its reference considering a given dmgsis width and a lookup table, the main
advantages of the hysteresis control is its rolmsstrand its very fast dynamic response. However,
the hysteresis width and the nonlinearity of thetem inherently introduce variable switching
frequency and a spread spectral content.

Given a modulation stage with fixed switching freqay for the converter and any linear
controller such as PI controller can be used foredt Cascaded structure including Pl controllers

scheme with modulation stage often needs additiooatdinate transformations such as the well-
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known field oriented control which firstly mentiashen [4]. Also, using a linear control law to

control a nonlinear system can lead to unequabpadnce all over the dynamic range.

Converter control

methods
I
| 1 | I 1
Hysteresis Linear control Sliding mode Predictive Artificial
intelligence
— — — I
Current | | Pl-based Current | | | |
control control control Deadbeat Fuzzy
-H DTC - FOC Voltage L mpC || Neural
control networks
- DPC — VOC m GPC Neuro-
fuzzy

Figure 4.1 Different control schemes for power converters diries [1].

With the development of more powerful microprocessmew control schemes have been
proposed. Some of the most important ones are IRedtal networks control (NNC), SMC, and
model predictive control (MPC) [1]. Each kind ofetlprevious mentioned control laws has its
background, its points of straight and points oflweess. In this chapter, four different control daw
have been selected to compare their performancéseirdirectly and independently stator power
control of the DFIG,

4.2.1. Field Oriented Control of the DFIG
Direct FOC of the DFIG can be applied with indepamttl control of stator active and reactive

power based on the field orientation approach. feigu2shows the block diagram of the system
implemented with Pl controller. The quotieBfA represents the transfer function to be controlled,

whereA andB are presently defined as follows [5]:

2
A=LR, +s_ (L, —'L—m) andB = L_V, (4.01)

S

P k, P,

5 ] i
L K+ —

P
s

Y

v

e |

Figure 4.2 Closed loop stator active power control ustigontroller.
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The gains of Pl are determined by means pole-cosgpem method. The time response will
be fixed at 10ms, this value is enough for our @pgibn system and a lower value might involve

transients with significant overshoots. The cal®daP| gains are:
L2
L.(L, ——
R Tt
P 5x10°° L.V, (4.02)
1 L.R,
K, = —
5x10 " L.V,

The global scheme of the direct FOC of the DFI@resented in Figure 4.3.
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Figure 4.3 Block diagram of the overall FOC scheme of the ®FI

4.2.2. Direct Power Control of the DFIG

Based on the principles of DTC for motor drives, [BPC has been adopted to control DFIG
systems by using either hysteresis controllersof7predictive power model [8] to directly regulate
the instantaneous stator active and reactive powlrs control law can obtain high dynamic
response and more robustness to the variationgohime parameters.

According to [9], the basic concept of the DPC ¢sissof selecting an optimal lookup table by
using the information of estimated rotor flux andtsr flux. However, like a basic DTC, lookup

table-based DPC has switching frequencies changiomgficantly with active and reactive power
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instantaneous errors variations, the power coenslihysteresis bandwidth as well as the machine
operating speed. The stator and rotor voltage spac®r equations are expressed in the rotor

reference frame as follows:

r

V’:Rif+d¢s + jw, P,

S S'S dt ( )
4.03
. @'
V" =R/ + 4o,
dt
According to [10], the stator active and reactiesvprs can be calculated as:
( L .
s = —g—”‘a}s @ @/ |sSnI
2 o0L.L,
4.04)
—_ 3 a)s r Lm r r (
Q. = oL ®! (L—r‘cpr cos 5 - |@!])

wherews and we are the synchronous and rotor angular frequendiesgle between the rotor and
stator flux linkage vectors. The fact that statiocwot is directly connected to the grid, the steftax
amplitude and the synchronous pulsation can berdedaas constants. The time derivative of
Equation (4.04) yields:

P, _ 3 Ly (o d(|o/|sin5)
dt 2oL L, °° dt
. (4.05)
Q. 3 L, ,d(|@/|cos )
a 2oa.L, °° dt
So, the stator active and reactive powers can bealted independently by adjustirﬁg; sing and

‘CD[ cos@ respectively. Neglecting the rotor resistancegudiion (2.14), the rotor flux variations in

the rotor reference frame are approximated as:

do’
dt

According to Equation (4.06), the rotor flux movasthe same direction of the applied rotor

=V,'-R,i =V/' (4.06)

voltage vector during a sampling period)( and its speed is proportional to the amplitufi¢he

rotor voltage vector, therefor#pr | sin J and |¢,|cos§ can be adjusted independently as shown in

Figure 4.4.
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f~=r ®!cos 8§

&

Figure 4.4 Stator and rotor flux vectors in rotor referenaaie.

Because the control of DFIG is made on the rotardimigs, the voltage vectors applied are
rotating with the slip speed related to the statmdings, thus, stator flux must be expressed @& th
rotor reference frame (D-Q), the Clark transformatmatrix is used:

snd_  —cosf
@; = SN Koo (4.07)
cosfd, sné,

S

The module and the phase of the stator flux refleiwehe rotor reference frame are given by:

@] = Jos + 2

7 ot = arctan( @, 1 @)

(4.08)

Considering a two level converter, the [§) plane is then divided into six sectors, as givgn

(2k—3)§s Nks(2k—1)% (4.09)

The variation of sector number according to theostidux angle is presented in Figure 4.5
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» 0 1 2 3 5 6 7 8

Time (s)

Figure 4.5 Stator flux angle referred to rotor reference feaand correspond sector.
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In the proposed control law only active vectorsevesed for simplicity reason, because using
zero vectors gives different behaviors of DFIG agpiag in super-synchronous or sub-synchronous
operating modes. Table 4.1 shows the rotor volssection according to the state of the two levels

hysteresis controllers and the corresponding sector

Table 4.1: Optimal lookup table for stator flux based DPC law

Sq S Sector (&)
1 2 3 4 5 6
+1 +1 Vs | Ve | Vi | Vo | V5 | Vq4
-1 Vg | Va | Vs | Vg | Vi |V,
-1 +1 Ve | Vi | Vo | Vg | V4| Vs
-1 Vo | Vs | Va | Vs | Ve | Vs

where:V,=(100), Vo= (110),V3=(010),V,=(011),Vs=(001), Ve= (101). The bandwidth of
the two-level hysteresis controllers of active aedctive powers are chosen in order to get a
switching frequency under the 10kHz. The detailedtiol scheme of the lookup table based DPC of
the DFIG is presented in Figure 4.6.
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Utility Grid
Figure 4.6 Global diagram of the conventional lookup tabledsbBPC strategy for DFIG.

4.2.3. Sliding Mode Control of the DFIG

The design of SMC and its applications on the alsdtdrive systems were initially presented
in [11]. It features are simple in implementatida&st responses, rejection of disturbance, and high
robustness, but the controlled state may show umredieshattering phenomenon [12]. The basic idea
of traditional SMC algorithms is to enforce the teys state to slide along a predefined sliding

surface. Once the state of system gets the slglinigice, the structure of the controller is adagbyiv
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changed to slide the state of system along thénglisurface [13]. SMC strategy with its variable
control structure is based on the design of disoootis control signals that drives the system
operation states to special manifolds in the stpéee [11]. In this study, a SMC scheme for diyectl
control the instantaneous stator active and reagtowers of the grid connected DFIG is exploited.

The output of the SMC law consists of the sum efahjuivalent control and the switching control:
Vi ViV,

4.10

Vrd = Vrgq + Vrz ( )

The equivalent control is used to control the nahpiant model, and the switching control is
added to ensure the desired performance despinpéiic uncertainty [13]. The control objectives
for the DFIG are to slide along the predefinedv&ctand reactive power trajectories. Thus, the

chosen sliding surfaces are set as:

{Sq = p] - pes

. meas (4.112)
Sd = Qs - Qs
The final expression of the equivalent control iaw
LLo _. . . V.L
r:q - ﬁps =( errq +Sw,ol 1,4 + ST_—Sm)
. 412
LLo t . | (
r(eiq = LQS _( errd + SwsaLrIrq )
VsLm

The famoud.yapunov approach is used for driving the state trajectorthe stability manifold.
The switching control law must be chosen so thatttime derivative of the quadratig/apunov

function(W, , = %qu > 0) is definitely negative. Thus, the following conttal is selected [12]:

{vr; = -k, san( S, ) @

VrZ =—kysgn( Sy )
whereky andky are positive control gainsgn(S;) and sgn(&;) are respective switch functions for
stator active and reactive powers. The problemhefdhattering phenomenon can be eliminated by
introducing a boundary layer. The sign functions eeplaced by saturation functions in a small
vicinity of the sliding surface [12, 14].
1 if S >A
sat(S;)={S/A if [S[=4 where j = 1,2 (4.14)
-1 if S <-4

where4; > 0 is the width of the boundary layer. The globalGbf the DFIG is shown in Figure 4.7:
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Figure 4.7Block diagram of the overall SMC scheme of the DFIG

4.2.4. Fuzzy Logic Control of the DFIG

FLC has the ability to control non-linear, uncertar adaptive systems, which gives robust
performance for parameter variation [15]. FLC ddeseed to any mathematical model of the
controlled system, its control law can be expredsexked on logic language variation. The structure
of FLC applied in the stator power control loopsllisstrated in Figure 4.8here the input signals
are the error and its derivative &nd de/dt) and the output signal is the command’s derivative
(du/dt). Figure 4.9a shows the fuzzy sets and correspgntliangular membership functions
description of the inputs and output signals, amguife 4.9b shows the surface constructed by the
seven membership functions. The global controkstine is the same one of the Figure 4.3.

Table 4.2 shows the corresponding rule table ferRbC [16]. The determination of the fuzzy
rules and the scaling factorke, (k¢ and kq,) is based on a qualitative experience and extensiv

simulation tests using different P1 controller afifferent operating conditions.

@ | 4 ke
e_Ps 1
Ty S
» - Vgl
et g ke Fuzzy Logic Integrator
Derivative Controller

Figure 4.8 Structure of fuzzy logic controller for stator agtipower control loop.
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de/dt o ' e
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Figure 4.9 Membership functions of the adopted FLC

Table 4.2:Rule table for the fuzzy logic controller

e(puy [ NB[NM [ NS| Z [ PS|[PM | PB
de/dt (pu
NB NB | NB | NB | NB | NM | NS Z
NM NB | NB | NB | NM | NS Z PS
NS NB | NB | NM | NS Z PS | PM
Z NB | NM | NS Z PS | PM | PB
PS NM | NS Z PS | PM | PB | PB
PM NS Z PS | PM | PB | PB | PB
PB Z PS | PM | PB | PB | PB | PB

4.3. Simulation Results

Investigation has been performed on 1.5MW DFIGudoig the already presented control
laws. The parameters of the DFIG are inspired ffbi and cited in the appendix (Table A.3). The
simulation goal is to examine the robustness o @aatrol law in the motor and generator operating
modes (for example: a pumped storage system) dgaswldenly changed rotational speed.
4.3.1. The Normal Operating Conditions Test (Test N°1): Because we are not interested with the
dynamic of the DFIG, and our concern is only on ploever control performance, the rotational
speed is introduced as perturbation with extreni@yd dynamic as shown in Figure 4.10, which
covers the three operation modes of the DFIG (smlokgonous, synchronous, super-synchronous).
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Figure 4.10Variation of the rotational speed of the DFIG.
4.3.2. The Machine Parameter Variations Test (Test N°2): in this test we repeat the same last

normal test, also, the machine parameters varisiisrbeen introduced as presented in Table 4.3.
Table 4.3: Parameters variation of the 1.5MW DFIG

Parameter Rs R L L, L J f
Normal 0.01:- 0.021 0.013" 0.013¢ 0.013¢ 100C | 0.002¢
Faulty 0.012x2 | 0.021x2 | 0.0137/: | 0.0136/: | 0.0135/: | 100C | 0.002¢

4.3.3. The Faulty Grid Voltage Test (Test N°3): the faulty grid voltage is shown in Figure 4.1heT
unbalance is created by reducing ghendb grid phases by 15% in the instant t=4sec, thedish

is created by adding 20% of the fifth, 20% of tirdlrsand 20% of the seventh harmonics of the
fundamental for the three phases in the instargde4

600 | 1 | | |
400
200

Grid voltages (V)
o

200
400
-600 T
1.48 1.‘49 1‘.5 l.é%me {]552 1.53 1.54 1.55

Figure 4.11Grid line to neuter voltages unbalance and distorti

In order to make the comparison process easiefptirecontrol laws (FOC, DPC, SMC, FLC)
presented in this study are tested in the sameaimm conditions and the same machine and power
grid characteristics. Also, the results are groupedne figure for each variable. The normal

operating conditions test is presented in Figut@.4.
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d and g-axis rotor voltages (V)

Stator current (A)

Rotor currents (A)

Time (s)
(f) One rotor phase current.
Figure 4.12Decoupled stator powers control of DFIG under ndroparating conditions.

» Discussion of Normal Operating Conditions:
Figure 4.12.a and Figure 4.12.b show the behavidh® stator active and reactive power

control of the DFIG in normal operating conditioesach control method achieved a good reference
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tracking characteristic, the DPC and SMC law areemiasensitive against rotor speed variation then
the FOC and FLC, another remark which is the ghiftworking in the four-quadrants of the stator
power/rotor slip for each control law. Figure 4d8hows the slip power of the DFIG, the direction
of the slip power is changing according to the apeg mode and the rotational speed. Figure 4.12.d
shows the output of control law applied on the DRk#hGeach control method; the main remark is
nature of the control law which is linear in the@nd FLC, and discontinuous in the SMC which
causes thehattering problem, in the DPC the switching order are irgdctirectly without any
modulation stage. Figure 4.12.e and Figure 4.1tbfwsthe stator and the rotor currants respectively
of the DFIG, they are both sinusoidal with goodIlguand they are changing according to the stator
power and rotor power directions, another diffeeeme the frequency, in the stator current the
frequency is enforced by the grid voltage, howeredhe rotor current the frequency depends on the
rotational speed.

Also, robustness against parameters variationbéas tested as denoted in Figure 4.13.

x 10°

—Ps-FOC
—Ps-DPC
—Ps-SMC

2

[EEN

Stator active power (W)

o

1
(=Y

Stator reactive power (VAR)

SN

(b) Stator reactive power control.

Figure 4.13Decoupled power control of DFIG under parametergtians operating conditions.
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» Discussion of Parameters Variations Operating Conditions:

Figure 4.13.a and Figure 4.13.b show the behawbatator active and reactive power control
of the DFIG in machine parameters variation conddgi DPC, SMC and FLC achieved a good
tracking performance with a tiny extra ripple irtSMC and FLC, however FOC failed in this test
and a huge oscillation and instability is appeared.

Robustness against grid voltage unbalance andriistdvas been tested as denoted in Figure 4.14.

Stator active power (W)

Time (s)

Stator reactive power (VAR)

(b) Stator reactive power control.

Figure 4.14Decoupled stator powers control of DFIG under uabedd and disturbed utility grid.

* Discussion of Unbalanced and Disturbed Utility Grid :

Figure 4.14.a and Figure 4.14.b show the behavigdh® stator active and reactive power
control of the DFIG in the grid voltage unbalanaed adistortiontest, DPC gave an excellent
reference tracking performance without any distndea SMC classified number two in this test with
tiny extra ripple, FOC and FLC remained robustréderence tracking characteristic before and after

injecting the grid voltage faults with a signifi¢axtra ripple in the supplied power response.

117



Chapter 4 Direct Power Control of Grid-Connected Doubly-Fed Induction Machine, Review

The switching frequency is an important factor e tevaluation of control laws in power
electronics, it has to be small and constant irelotd minimize the switching losses and make the

filtering operation easier. Figure 4.15 comparessivitching frequency for each control law.

X 104

f N
o N Ul W

=

Switching frequency (Hz)
=

Time (s)

(a) Switching frequency of modulation algorithm.

(b) Zoom
Figure 4.15Switching frequency of each control law of the DFIG

» Discussion of Switching Frequency :

Figure 4.15.a shows the behavior of the switchiregjiency of the RSC for each control
method, and Figure 4.15.b shows a zoom of Figur®.d, despite of the excellent tracking capability
of the DPC and SMC laws, the nonlinear nature es¢htwo control law makes the power electronic
system suffers from a high and variable switchiegdvior. However FOC and FLC laws give a low
and constant switching frequency, so they are mdegjuate for switching losses minimization and
harmonic filtering problem. Table 4.4 gives a bremparison study between the four control laws

applied on the DFIG system.
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Table 4.4: Brief comparison study of various direct powertconlaws of DFIG

Control law FOC DPC SMC FLC
Performanc
Pole-compensation Direct injection of| Variable structure Interpretation of
Principal method and switching orders control law human reasoning
compensation in the converter and experience
Major complexity Determination of Determination Determination of Determination of
kp and k gains of best voltage kg and k gains fuzzy rules and
vectors Ke, Kge, Kgugains
Speed of response Fast Very fast Very fast Fast
Accuracy Precise Precise Precise Precise
Sensitivity to Average So good So good Good
speed variation
Test N°1: 01.33% | Test N°1: 01.14%| Test N°1: 01.29% Test N°1: 01.30%
THD of is Test N°2: 06.19% | Test N°2: 02.48% | Test N°2: 01.65% Test N°2: 01.77%
Test N°3: 10.66% | Test N°3: 06.22%| Test N°3: 07.35% Test N°3: 11.53%
Test N°1: 01.69 % | Test N°1: 04.14% | Test N°1: 02.44% Test N°1: 01.70%
THD of ir Test N°2: 06.35% | Test N°2: 04.24% | Test N°2: 02.72% Test N°2: 02.48%
Test N°3: 13.07% | Test N°3: 08.70% | Test N°3: 09.69% Test N°3: 13.90%
Robustness against :
 parameters variation Very weak Strong Strong Strong
« grid voltage faults Weak Strong Strong Average
Switching frequency Low and constant| High and variable  High and vadahl  Low and constant
- Mathematical - Mathematical - Mathematical - Stability and
Major drawbacks model is needed | model is needed| model is needed robustness are
- No robustness - Variable - Chattering not certain
switching phenomena - High computational
frequency power is needed

4.4. Further Decoupled DirectPower Control Laws of DFIG

Diverse control strategies for WT-driven DFIGs hdezn proposed by different authors over
the last decade, some of which constitute reatradtaves to classical vector control schemes based
on encoder and PI regulators. Among others, vaniobast control techniques have been explored.
At the same time, other control and estimation se® which are commonly applied to electric
drives like “sensorless” and DTC, have also beeptati in the particular case of DFIGs [18]. One
example of each control low is presented in thddise.
4.4.1. Vector Control with RST or LQG Regulators

In [19], the authors present a control method Ffer RSC in order to regulate the active and
reactive power exchanged between the machine angrith. The presented results show that robust
control method as LQG can be a very attractivetsmiuor devices using DFIG such as WPGSs.
Indeed, most of the studied DFIG control schemesalsssical Pl controllers but the comparison
done in this chapter show that the limits of tlyiget of controller can have negative effects on the
quality and the quantity of the generated poweingysa polynomial RST can be a solution but its
tuning parameters are difficult to adjust and distimces can be not perfectly rejected. The LQG
controller is no more complex than the RST onedanumerical implementation and it is more

attractive in terms of tuning parameters and predicesults.
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4.4.2. Nonlinear I nput-Output Feedback Linearization Control

In [20], the authors present an adaptive nonliremantroller has been introduced for DFIM
drives. The proposed controller design is basetheradaptive input-output feedback linearization
control (IOFLC) approach and is capable of makimg $ystem states trajectories follow the torque
and flux reference signals in spite of stator astdirresistance uncertainties and external loagueor
disturbance. The proposed control approach has tested for both the motoring and generating
modes of operation bellow and above the synchroapasd.
4.4.3. Second-Order Sliding-Mode Control

In [21], the authors present a second-order-SMQ lbot grid synchronization and power
control of a DFIG has been presented. It allowspkeg the tracking accuracy and robustness
features characteristic of standard SMC, while ilggdo a fixed switching frequency of the RSC
transistors. Experimentation conducted on a 7 KW@Eest bench proves that high dynamic
performance control and superior robustness agBREE parameter variations are achieved when
applying the proposed global second-order-SMC sehdémaddition, bumpless transfer between the
grid synchronization and power control operatingimees is guaranteed, which results in smooth
connection of the DFIG stator to the grid.
4.4.4. Adaptive Back-Stepping Control

In [22], the authors present a nonlinear Adaptofeust control of active and reactive power by
the use of the technique Back-stepping a DFIG systecorporated in a WT. A new control
technique for wind systems is presented. This cbsttheme is based on an adaptive pole placement
control strategy integrated to a Back-stepping rmdrs#icheme. The overall stability of the system is
shown usingLyapunov technique. The performance and robustness argzaaabnd compared by
simulation based Matlab/Simulink software, the msgx control system seems robust and stable in
case of disturbances like speed and torque vangtio
4.4.5. Model-Based Predictive Control

In [23], the authors propose a predictive DPC (PPsttategy for DFIGs. A DFIG model that
defines the stator active and reactive power floas \presented. Based on such a model, a DFIG’s
active and reactive power variations with a fixamgling period were predicted, which was then
used to directly calculate the required rotor \gdtao eliminate stator power errors at the endhef t
sampling period. Experimental results from a 1.5KWIG test system proved the dynamic
performance and power control accuracy of the PDR&hod. System performance during
parameter variation and with varying referencehfartillustrated the performance of the PDPC

method.
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4.4.6. Deadbeat Control

In [24], the authors provide the designing and mhedeling of a deadbeat power control
scheme for DFIG. In this way, the deadbeat powetrobaims the stator active and reactive power
control using the discretized DFIG equations incsyonous coordinate system and stator flux
orientation. The deadbeat controller calculatestier voltages required to guarantee that th@stat
active and reactive power reach their desired eefsgs values at each sample period using a rotor
current space vector loop. Experimental resultegusi TMS320F2812 platform are presented to
validate the proposed controller.
4.4.7. Model Reference Adaptive Control

In [25], a model reference adaptive controller (MRAIs implemented to test an optimal
indirect control of the active and reactive poweroaints exchanged with the grid and based on the
rotor currents measurement. The proposed MRAC clbatris implemented in a real time via a
dSPACE 1104 card. The obtained results providedd gmacking of the predefined references
regardless the wind speed changing. It is showh ttiea adaptive control method can be a very
attractive solution for systems using the DFIGviand energy conversion.
4.4.8. Robust Hoo Control

In [26], the authors presented a comparative studyder to control stator active and reactive
powers exchanged between the DFIG and the gridul&tians results has been carried out using
Matlab show interesting performances of the progageproach in terms of the reference tracking
and stability, the robustness against DFIG parammetariations and there are improvements in the
dynamic response and stability of the generataesysvith the Ho controller. Settling time in active
and reactive power response is 0.1 secdnddntroller, however the settling time is 0.4 secase
of PI controller.
4.4.9. Adaptive Neural Network Control

In [27], the authors presented the experimentaliegipn of DPC of a DFIG under oriented
stator flux using a controller based on multilagerceptron (MLP). The choice of training datasets
and the training process itself presented morecdiffes when compared with the other tasks of the
overall design of the controller; however, thesgk$aare executed offline and consequently, the
application of the MLP controller becomes easieexhibits a simpler experimental implementation,
requires a lower computational effort. The DPC apph combined with the MLP controller has
maintained the features of DPC and has added tezant MLP’s capability to control the coupled
and nonlinear system and to generalize the periocendor distinct operating conditions. The
experimental results have shown the effectivenéfiseocontroller, i.e., it presents fast responges,

overshoot, no steady-state error, and minimal lagicih around the steady-state operating points.
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4.4.10. Fuzzy Logic Control

In [28], a vector control strategy has been ingadad based on the oriented grid flux intended
for the DFIG, which can control the stator actived aeactive powers independently with desired
performances as stability and robustness of thieagjlstructure. The vector control is achieved using
an optimized FLC. The controller is designed byirgkinto account the similarity of the
conventional PI controller actions but with someirojzation in order to approve and ameliorate its
behavior. The obtained results demonstrate thatptbposed DFIG system control based on the
optimized FLC may be considered as an interesthgien in the wind power generation area.
4.4.11. Adaptive Neuro-fuzzy Control

In [29], the authors presented a direct controhctive and reactive powers of a stator flux
oriented DFIG without current controllers are prepad. The power controller is based on ANFIS
combined to a first order T-S FLC and has the fioncbf determining the required rotor voltage
components. The experimental results show zeraptstate error, fast response of the active and
reactive power, no overshoot and minimal oscillataround the steady-state operating points,
confirming the feasibility of the proposed strategiyh the additional advantage of eliminating the

use of rotor current controllers.

4.5. Conclusion

The simulation results proved that FOC is simplemplementation but it is hard to determine
the optimal Pl gains, the FOC law gives a good gmardnce in the normal operating conditions,
however it degrades in the parameters variationdition. DPC method has a fast dynamic response,
excellent reference tracking performance and retiposver ripple in normal and degraded operating
mode, its only problem is the traditional problefraay hysteresis control law which is the variable
switching frequency which can make the filteringgqess of the supplied current so difficult. SMC
law also has a fast dynamic response and goocerefertracking performance except a small extra
power ripple in the degraded operating modes, hewdw SMC law is harder in implementation
than the FOC law. FLC law has a little bit slowgnamic response and good reference tracking
performance in both normal and degraded operatiodemthe implementation of an intelligent FLC
is simple, but it depends on the experience obgeator especially how to tune its scaling factors

Based on the previous results, each nonlinearadatv has its points of straight and points of
weakness, maybe a hybrid control law can reach teerbdynamic performance and robustness
capability, for example, DPC based on the slidirglenapproach or FIS, recently, hybrid control law

became a strong research axis and some of thegaiaed a remarkable results.
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Chapter 5. Modeling and Control of
Back-to-Back Multilevel Converters
based DFIG using Neuro-Fuzzy

Controllers

5.1. Introduction

This chapter deals with the WPGS equipped with &Dd&nd two back-to-back five-level (5L)
neutral point clamped (NPC) converters in the raiozuit. The modeling and the control of the 5L
converter is presented. A new method of controltimg DC-link voltage through the 5L rectifier is
presented, the proposed control algorithms cowdisivo loops, the fundamental loop controls the
average value of the DC-link voltage, whereas thppEmentary loop controls the difference
between the two voltages in each half-arm of thelD€ using a clamping bridge circuit.

In this chapter, the simulations have been carmed using the Matlab/Simulik with motor
convention on both rotor and stator sides of tha®F
5.2. Multilevel converters

Nowadays, multilevel converters have attractedeasing attention in medium-voltage and
high-power applications such as static VAR compemsaand renewable energy sources [1-2]. The
term multilevel starts with the three-level inverietroduced byNabaeet al. [3]. By increasing the
number of levels in the inverter, the output voiteghave more steps generating a staircase
waveform, which has a reduced harmonic distortitmwever, a high number of levels increases the
control complexity and introduces voltage imbalapoeblems [4]. Three different topologies have
been proposed for multilevel inverters: diode-clachgNPC) [5-6]; capacitor-clamped (flying-
capacitors (FC)) [7-8]; and cascaded multi-cell Litiige) with separate DC sources [9-10].In
addition, several modulation and control stratediease been developed for multilevel inverters
including the following: multilevel sinusoidal PWNhultilevel selective harmonic elimination, and
Space-Vector Modulation (SVM) [3]. Figure 5.1 shovaurs example of the three previously

mentioned multilevel converters.
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Figure5.1 Topologies and phase voltages of the conventiwvalevel and multilevel VSis [13].
5.3. Five-Level NPC Converter Model
The topology of the 5L NPC converter is shown igufe 5.2. For the operation of this

converter, seven possible configurations are ugeddch arm [11]. Table 6.1 presents the electrical
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magnitudes that characterize each configuratioth(ii as the origin of the potentials andw(K =

A, B or C) as the potential of node K of arm k (=2 or 3)), the various configurations are shown
in Figure 5.3. The continuous voltagki, Ucs, Ucs, andUq, are provided by controlling the GSC,
which is also a 5L NPC rectifier.

Figure 5.2 Topology of the 5L NPC converter [5].
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Figure 5.3 Different configurations of the 5L NPC convertBt.[
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Table5.1: Electrical magnitude of each configuration of d&m

Configurations Electric grandeur
Eo k=0
El VKM: Ucl+ Uc2
E> Vim = Ues
E3 VKM =0
E4 Vikm = -Ugs
Es Vikm = -Ucz- Uea
EG VKM =0

» Connection Functions

Each switch TIL) introduces a connection functidfks that describes its state, such as the
following: Fxs = 1 if the switch is closed;ks = O if the switch is open (s =1, 2,...8)[5].
» Complementary Control

To avoid short circuit of the voltage sources amel ¢converter become completely controlled,
several complementary controls are possible forkaghthe converter. For an optimal operation, the

connection functions of the switches on the arngaren by the following system of equations [12]:

,Fk4 =1-F,
Fs =1-F,
Feo =1-Fs

(5.01)
Fe = FaF @ Fo)

Fee = FaFs L= Feo)

For the arm k, the connection functions of the -Jaath are expressed by the switch connection

functions as follows:

Fkbl = FiFoFes

5.02
Féo = FeaFisFu (502
The voltages across the load are given by theviatig system:
V, 1 2 -1 -1 F + Flti Flti Fig + Fltc)) Flt())
Vol=5]71 2 -1 I:27"'F2|01 Ug + |:2|01 U~ F28+F2t<)) Ues — Fz% Uit (5.03)
Ve -1 -1 2 Fs, t+ F3b1 F3b1 Foe + Fs% Fsl:)

The Matlab/Simulink code of the later equationresented in Figure A.8 in the appendix.
Using the connection functions of the half-arm ggethe inverter input currents according to load

currentsy, i, andiz as follows:
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lger = Fazly ¥ Fopply + Fyglg

. — b. b. b.

lgea = Fuly + Foly + Fylg (5.04)
: _ . : . 5.04
lges = Figly T Fogly, + Fagly

. — b. b. b.
Idc4 - I:10|1 + F20|2 + F30|3

igo IS expressed according to the load currents byetlla¢ion:
= (il + iz + is) - (F17 +hgt Flti + Fl%)il - (F27 thygt F2b1+ Fz%)iz - (F37 th,t F3b1+ Fs%)is (5.05)

5.4. Modulation Strategy for Five-Level NPC Converter

The fundamental objective of a modulation technigu® obtain the best waveforms (voltages
and currents) with minimum losses. Other secondangrol objectives can be dealt with the proper
modulation technigque such as common-mode voltagect®mn, dc voltage balancing, input current
harmonics minimization, low dv/dt's, among othel® achieve simultaneously all the control
targets is impossible, so a trade-off is neededl [AZlassification of the modulation techniques fo
power converters is shown in Figure 5.4. In th@ssification, the modulation techniques are divided

in four main groups: PWM, SVM, harmonic control nuation and other variable switching
frequency methods.

@ - . :
Conventional dc/dc, ac/dc, dc/ac modulation techniques
Pulse Width Tweevel, af frame Selective Harmonic Selective Harmonic ‘ Predictive Control Hysteresls CONT0|
Modulation (PVWM) Elimination (SHE) Mitigation (SHM) T : Iret -A< 4% Iref T4
A Z % hs=h;=...=0 h=E;<L; : X(tks2)=min{g}.i=1,....8
N ' | J
& ™
Phase-shifted PWWM Ndevel in op frame Staircase | Predictive Control
SHE or SHM i
o
i 1
hehr=...=00r hi=E;<L; X (tis )=mina} i=1, .m
Level-shifted PVWM Multiphase af-xy
frame
AN Nearest Level
Kl f Control
Single-phase = [ i
Hybrid Modulation Space Vector
; — Control
High switching frequency
o 5 Mixed switching frequency
e — Low switching frequency
' ’q Variable switching frequency
Y Extension to multilevel converters J

Figure 5.4 Classification of the most common modulation tegbes for power converters [13].
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In this study, the level-shifted PWM with four tngular bipolar carriers is employed and
presented in Figure A.6. Modulation index “m” anddulation rate “r’ are two parameters that must
be taken into consideration in the sinusoidal PWadhhique [12-14]. After we have chosen the
control strategy and the three voltage referentes, stages characterize the control algorithm,
where:

Uc=U=Ugp=Ug=Ucx (5.06)

* Intermediate voltage determination
{U refk 2 Ucar—4 :>Vk4 = 2Uc {Urefk ZUcar—3 :>Vk3 =Uc
&

Urefk < Ucar—4 = Vk4 = Uc Urefk < Ucar—3 :>Vk3 = O &
U refk 2 Ucar—2 = Vk2 = O Urefk 2 Ucar—l :>Vkl = _Uc
- _ & - _ (5.07)
Uk <Ugaroz > Vi, = U, Uere <Ucqs = Vg = ~2U,

» Determination of \u and switch order control B

Vi =V tV,, V3 ¥V, (5.08)
Vkm and switch order contrdys are given in Table 5.2. The PWM of the 5L NPC ater is
presented in Figure 5.5. Figure 5.5a shows the adsgn between the reference waves and the
triangular carrier =60 andr= 0.25—0.95. Figure 5.5b shows the output voltage in dfieplan,
which occupies all the possible cases, Figure SHgovs the increased fundamental of the output
voltage, Figure 5.5d shows the total harmonic disto of the output voltages which seem falling

down depending of the modulation ratio.

Tableb5.2: Vku and switch order contrés

\2/8: BkFSiA,Ii gk?:?,dgszl

U Bii=1, B,=1, B:=0

0 Bxi=1, B,=0, Bxs=0

-2U, Bx:=0, B,=0, Biz=1

-2U, Biu=0, B=0, B=0
% HWUHW”HW‘ H ‘ wmw w * “ !‘ ’
% 0.5
z ﬁ,, W M \ H il Hm ' q \‘
B Il |\ ‘ I ‘ | ‘ y ‘

(a) Reference and carrier waves
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Figure 5.5 Proposed PWM strategy for the 5L NPC converter.

5.5. Comparison between 3L, 5L and 7L NPC Converter

In order to show the reason behind choosing thediverter, a comparative study is carried
out between the 5L converter and the 2L, 3L, aed7/thNPC converters. In the last decades, 3L and
7L NPC converters modeling and control strategiesewa strange researching axis, and they are
massively available in the literature as reseasegeps or PhD thesis, we take for example [15-16-17-
18-19].
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The same level-shifted PWM strategy with N-1 (N:mier of levels) triangular bipolar
carriers is also employed in the 3L and 7L NPC eoters (Figure A.3 and Figure A.10), this
strategy is characterized by modulation index n®=ar2d modulation rate changes from r = 0 until 1.
Figure 5.6 presents the output currents and vdtagel theirs THD for a PF=0.9, the Table 6.3

gathers some statistics about the NPC multileveVeders according to the levels number.

—2L
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| | | A T~ —5L
| | I s N

S | B Vay, S
g o+-/~-\ ‘ [~: 1
2 - |
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(a) a-p coordinates of the output voltageg=Vf(V,)
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(c) Zoom of output modulated voltages
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(d) THD of phase-to-ground voltage

THD (%) of ia
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Time (s)

(e) THD of line current
Figure 5.6 PWM strategy for 2L, 3L, 5L, and 7L converters

Table5.3: Comparison between 2L, 3L, 5L and 7L NPC converters

Number | Number of | Number | Number of | Total Capacitor | THD (%) | THD (%)
of levels switches | of diodes | capacitors | number | voltage (V) of Van of ia
2L evels 6 6 1 13 1200 80.3 6.2
3Leves 12 18 2 32 600 36.8 3.6
5Levels 24 30 4 58 300 17.4 2.2
7Levels 36 42 6 84 200 11 1.5

After this information, we can say that the 5L certer represents a good combination between less
complexity and less harmonic distortion performance

5.6. DC-Bus Balancing using a Clamping Bridge Circuit in the 5L

The differences .- Uco) and Ucz-Ucs) continue to increase as shown in Figure 5.7a, the
continuous voltages reach the values that enser®@bus balance then they start to disparate, this
can reverberate negatively on the behavior of tlobay system by introducing higher voltage
stresses on the semiconductor and prevents thézetabn of the continuous voltages [5].
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Figure 5.7 Imbalance minimization between the DC-link voltage

To minimize the imbalance between tt Lrec2 - @2
input voltagedJci, Ucp, Ues, andUc4, We suggest ” "‘i
. . . . . . rec2 T2 C2 ——TUCZ
the insertion of a clamping bridge circuit a 7 .
recl P 147
shown in Figure 5.8 [5].The new DC-bus mod x v i, >
is defined by the following system: 5 - T; C; -—TUcz
Ir¢c3 RP ido
> ) >
1 Y
Irec4 Rp T 143
2 v 'i >
Urecs Ty Cy T Ucs
Ry T £d4

Y N S Jp g
Cl dt " Trecl rec2 dcl dc2 ri
C du, e ~lgep ~ 1
2 rec2 dc2 r3
dt
o _ VY
du, _ . _.  _ : : where lr1a == if T, ison
CR: dt - Ir3 Irec3 Irec4+|dc3+|dc4 p
du )
4 = =1y " lhees Ty
. dt
otherwise i, =0 (5.09)

The algorithm that controls the clamping bridgeapplied separately in the upper and the

lower stages. If the difference is not zero, theess energy will be dissipated through the reststan

The control algorithm of the clamping bridge iseagivas follows:
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U,-U_,>0=i,=0&i,#0=(T,=0&T,=1)
U,-U_,<0=i,#0&i,=0=(T,=1&T, =0)
U,-U,>0=i,=08&i,%20=(T,=0&T, =1)

. . (5.10)
U,-U,<0=i,#08&i,=0=(T,=1& T, =0)

By using the clamping bridge, the imbalance probiesolved as shown in Figure 5.7b. The overall
control scheme of the GSC is shown in Figure 5.9.
5.7. Fuzzy Gain Tuner of Pl Controller

The DC-link voltage dynamic depends on the poweharged through the rotor circuit, this
nonlinear system need an intelligent control longéb more robust response. So, a fuzzy inference
system is used to tune the PI controller gains,nnerameter deviations or grid voltage unbalance
take place; a fuzzy logic rules are used to uptegroportional and integral gains [20]. The oltera

control loop scheme for the GSC is given in Fighi0.

Lecz Iz law

RL 1 . s
Vo ! five Un X
Vo RL 7 level Ua Uc
n - NPC U — 144
Ve RL Ik rectifier -
- : Uce Uc-ave-meas
[fabc-meas ﬁ ]
*&bc\/ki ¢ SPWM Uc-ave-ref 9-1--
. A ¢ A Viabe-ref
Iqu—meas dq/abc

TVqu—refT
PI PI
@ Idc-ave % ++
N J 1\ [fd-ref
1/ch L

w i <
P YUS

Ifq-ref Ic- ave-ref

g =

Figure 5.9 Control scheme of the 5L NPC GSC

Vet Lo,

i Vi ov 1, f

L.s+R, T Cpes

Ip¢ RSC

Figure5.10 Cascade control structure of the GSC using fuzay mner(FGT).
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The input signals are the error and its derivabvehe DC-link voltage. The adopted FGT
controller is shown in Figure 5.11 and the rulddalare given in Table 5.4 and Table 5.5 [21]. The
input/output MFs used in these two FGTs are likeRhC presented in Figure 5.9a.

4 )

dEVpodt .
d/dt > m Kp '—‘@
g 'y IDC_ref
EVoc | ¥ m Ki ,@ o [
N ! Y,

Figure5.11 FGT of the DC-link voltage controller.

Table 5.4: Rule table for DC-link voltage fuzzy Xuner

epu) [NB |[NM [NS |Z PS |[PM |PB
de/dt(pu)
NB PB| PB| PM| PM| PS| Z Z
NM PB| PB| PM| PS| PS| 2Z| NS
NS PM | PM| PM| PS| Z | NS| NS
z PM | PM| PS| Z| NS| NM NM
PS PS| PS| Z| NS| NS NM NM
PM PS| Z | NS| NM| NM| NM NB
PB Z Z | NM| NM| NM| NB| NB

Table5.5: Rule table for DC-link voltage fuzzy;Kuner

epu) [NB |NM |NS |Z PS |PM |PB

de/dt(pu)

NB PB PB | PM| PM PS Z Y
NM PB PB | PM PS PS Z NS
NS PM | PM | PM PS Z NS NS
Z PM | PM PS Z NS| NM NM
PS PS PS Z NS NS NM  NM
PM PS Z NS| NM| NM| NM NB
PB Z Z NM| NM| NM| NB NB

5.8. Adaptive Neuro-Fuzzy I nference System

The design and choice of the MFs parameters inyfgsggtem (number, shape and location)
require an extensive knowledge and experienceeotdmtrol system designer. In such cases, a set of
input/output data can be used. In the NFS, a legrmethod similar to that of neural networks is
used to train and adjust the parameters of the MEsro-adaptive learning techniques provide a
method for the fuzzy modeling procedure to learforimation from a data set [22]. Currently,

several neuro-fuzzy networks exist in the literatiost notable are ANFIS developed by Jang [23].
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The idea is to learn the shape of MFs for the fuzgstem efficiently by taking the advantage of
adaptive property of the neural methods. TakagyeBo and Kang [24-25] are known as the first to
utilize this approach.

The developed NFC is a first-order TSK type whiels two inputs and one output, with seven
gbellmf (@eneralized bell MF: It has 49 rules. A simple structure of the deped NFS is shown in
Figure 5.12 where the inputs are the normalizeor esignal and its normalized changgAe) of the
controlled active and reactive power, the outputhis normalized change of the command signals
which are the g and d-axis rotor current componesgpectively. The scaling factolsgbs Kieps,
Kirq) are deduced after several tests. A typideafid-theri rule can be expressed as:

Rule l:lIfxisAandyis B, thenzz=pi X+ quy+r .......o...
Rule 491f x is Ay and y is B, then zj9 = pag X + Qo Y + 40
As indicated in Figure 5.12, the ANFIS system hdstal of five layers. The functioning of each
layer is described as in [23].

EP
9—»-
il'q
. e—T—
1 >
=N 5 %—» ‘lr

input

output

Logical Operations
and

. ar

not

Click on each node to see detailed informstion Help ] l Close I |

Figure 5.12 NFC structure for the stator active power contop.
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. Input Node (Layer 1): Nodes in this layer contains MFs. Parametergislayer are referred

to as premise parameters, and every nagla square and adaptive node with a node function:
O =y (¥) fori=1,...7 (5.11)
Wherex is the input to nodg andA is the linguistic label (small, big, etc.) assoedhtvith this node

function. In other wordsQi1 is the MF ofA and it specifies the degree to which the gixesatisfies
the quantifierA,.

. Rule Nodes (Layer 2): Every node in this layer is a circle node labeledvhose output
represents the firing strength of a rule. This tagl@oses the minimum value of two input weights.
In this layer, the OR operator is applied to ge¢ ontput that represents the result of the antetede
that is the firing strength. It means the degreesvhich the antecedent part of the rule is satisfie
and it indicates the shape of the output functamttat rule. The node generates the output byscros

multiplying all the incoming signals:
O =w =, (X).p5 (y)  fori=1,.49 (5.12)

. Average Nodes (Layer 3): Every node in this layer is a circle node labeledThei™ node
calculates the ratio between tiferule’s firing strength to the sum of all rulesirfig strengths. Every
node of these layers calculates the normalizediweidhe outputs of this layer are called normalized

firing strengths.

— W,
Wi = — fori=1,.. 49 (5.13)
W+ W,

. Consequent Nodes (Layer 4): This layer includes linear functions, which anadtions of the
input signals. This means that the contributioriofule’s towards the total output. Every node i

this layer is a square node with a node function:

O =wif, =wi(pXx+qy+r) fori=1,.49 (5.14)
Where w: is the output of layer 3, angi( g, r;) are the parameter set of tif& node. These
parameters are referred to as consequent parameters

. Output Node (Layer 5): The single node in this layer is a fixed node ladel, which
computes the overall output by summing all the micw signals:

5 _ wof = i i =
0° = Z. wi f, Sw fori=1,.49 (5.15)

Four NFCs are used to control the DFIG, two for gtegor active and reactive power control

loops and two for the d and q rotor currents conepitsicontrol loops as denoted in Figure 5.13.
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DFIG
P oo @) i AL
@—».—»@%—" i T ISZ >

T NFC

5.9. Training process of the NFCs of stator power and rotor currents
Training is performed using the hybrid back-progagmalgorithm. The training data set used

is collected from extensive simulations of the colted system with different PI1 controllers in

Figure 5.13 Indirect vector control of the DFIG using the RSC.

various operating conditions. The number of tragn@pochs is set to 80 with an error tolerance of
10°. The number of epochs is chosen to be the highesber after which there is no significant
reduction in the training error. The inputs MFgloé active power NFC after the training process are
shown in Figure 5.14b and Figure 5.14d, and thpudWFs are chosen to be linear [26-27].

Figure 5.15 shows the training and the checkingreffRMSE: root mean squared error) while
training at each epoch for the NFC. The trainedfd&y system output is compared with the
training and checking data and the results areepted in Figure 5.16. The NFCs of the rotor

currents have the same structure as the powerotlens; and the same training process of the power

controllers has been used.
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Figure 5.14 Membership Functions of the TS-FLC inputs.
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Figure5.16 NFC test with training and checking data sets.
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5.10. Simulation Results

Simulations have been performed on the 1.5MW DFIB&® system incorporating the
proposed TS-FLCs. The parameters of the DFIG systeminspired from [28] and cited in the
appendix as Table A.3. The simulation objectivesoiapply a random wind speed with average
value about 12m/s, the MPPT strategy has to giveoptimal rotational speed of the system, and
the induction machine vector control has to trdek $tator active and reactive power reference, the
operating is performed in the super-synchronousenBeference tracking and disturbance rejection
performance of the speed, stator active and reaptiwer have been presented in Figure 5.17.

To insure the robustness of the proposed NFC ag&i@sisual faults, parameters variations of
the induction machine and the grid voltage distndes, these different faults are introduced
separately in the system by using the sini@ndanitype FLC and the trained TS-FLC (ANFIS),
and the results are compared with the respondeeatdnventional PI controller as shown in Figure
5.18 and Figure 5.19.

5.10.1. Normal Operation of the WPGS-DFIG
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In the variable speed, constant frequency operatidghe DFIG-WPGS, the grid connection is

applied before the 0.1s.

Wind speed changes randomly, the generator speethbasame image of the wind speed as
presented in Figure 5.17a, this because of thetaoingp speed ratio. The TS-fuzzy speed
control is fast and efficient; the measured rotagpeed is conformable to the reference speed.
Figure 5.17b shows the efficiency coefficient,stmaintained at its maximum, this means that
the MPPT algorithm is working perfectly.

Figure 5.17c shows the measured stator active eactive power, the active power follows its
reference brought from the speed control loopgepehds on the turbine mechanical power, the
stator reactive power follows its reference thattkat zero. In the normal operating condition,
the proposed TS-FLC response is almost similanéd™ controller’s one.

Figure 5.17d shows the d and g-axis componenteofdtor current, they have the same image of
the stator reactive and active power respectively.

Figure 5.17e shows the sinusoidal waveform of gteor currents and voltages, the stator
currents frequensy is 50Hz and undergoes the sanation as the wind speed, which is
random.

Figure 5.17f shows sinusoidal waveform of the auseand the estimated voltages in the rotor
circuit, theirs magnitude and frequency change rateg to the slip or the generator speed.
Figure 5.17g shows the modulated output voltagaebh®RSC, theirs frequency and magnitude
change according to the generator speed, the nuofibevels vary according to the RMS value
of the rotor voltage reference.

Figure 5.17h shows the spectrum of output voltdg@SC, by using a multi-level converter and
an adequate PWM strategy, a low THD is obtained.

Figure 5.17i shows a good response achieved imtdasured DC-link voltagds.; Uc,, Ugz and

U4 through the fuzzy gain tuner control strategy @& ®i rectifier, no overshot, no steady-state
error and tiny settling time.

Figure 5.17] shows the modulated output voltagethef GSC, theirs frequency is maintained
equal to the grid voltage frequency which is 50&lzd its value changes according to the active
power exchanged between the GSC and the grid,uh#er of levels is vary according to the

RMS value of the reference signalsv@fyc.

5.10.2. Robustness of the NFC against the Parameters Variations

After long time of exploiting, the induction machkircan lose its electrical characteristics like

the winding resistances and inductances; we atthtptverify our proposed NFC controller against
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these faults, an increase by 500% in the statotladotor resistances and a decrease by 50% in the

mutual inductance are introduced simultaneousky réisults are shown in Figure 5.18.
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time [s]

(b). Stator active power error
Figure 5.18 Parameters variation rejection by using the NFC

According to Figure 5.18, degradation in the perfance appears in the Pl control, a huge
error is appeared, and the system became unssddxdewithMamdanitype FLC, the system presents
significant disturbance. On the contrary, by usinblFC trained with data set contain information
about the parameters variations problem (differeptit/output MFs arrangements wikhamdani
type FLC), the system shows a good performance withoyi#fection by the parameters variation.
5.10.3. Robustness of the NFC against the Grid Disturbances

We added the seventh harmonics to the fundamenft#tie three phases grid voltage at 0.4sec,
and we introduce an unbalance in one phase ofvgitdge by -10% at 0.6sec, the usual time taken
from any transient disturbance is too short, thesteok the 30msec as fault time, the results are

shown in Figure 5.19.
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Figure 5.19 Grid voltage disturbance rejection by using NFC.

Figure 5.19 shows the stator active power respomtee grid voltage fault operation, both the
classic Pl and th&lamdanitype FLC are affected with the grid voltage fawdtsd shows instable
operating condition. On the contrary, by using a&CNdfter training with data set contain information
about the grid disturbances presented by the iopiit of theMamdanitype FLC in different
arrangements, The system shows some disturbandeafteu a while it returns to the normal
operating condition.

Figure 5.20 shows a good response achieved in dasuned DC-link average voltage through
the 5L GSC using the FGT control, no overshot, teady-state error, less settling time and the
oscillations are damped out faster compared tactimventional PI controller during the grid fault.
The reference DC-link average voltage was changddden 250V and 300V in order to show the

performance of the control system, finally the glbbC-link voltage became 1200V.
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1400 \ T T T
| | L L
I I — DC-link voltage reference
1300F - - - —————— J ,,,,,,,,,, L ,,,,,,,, —PI control L
| | — Fuzzy control
| | | |
2 1200F - --------d---- ‘ TR Attt
0 1 1 ‘ 1
8 | | | |
S 1100F ~— -~~~ R Foomm
~ | | | |
= | | | |
N | | | |
g 1000 ‘ . I T
((“’v | | | |
| | | |
1 1 1 1
900O 0.2 0.4 0.6 0.8 1
timre[s]

Figure 5.20 Average DC-link voltage response using Pl and FGT.

5.11. Conclusion

This chapter performed a study on the decoupledveaior control techniques of DFIG
through back-to-back 5L-NPC converters. Vector mndf the DFIG has been embedded in an
optimal tracking controller for maximum energy aagtin a wind energy system. An intelligent TS-
fuzzy system has been used to control the DFIGanrdlom wind speed is applied to the system and a
triangulo-sinusoidal PWM is used to control the[SBC converters. A NFC is adopted to control the
speed, stator active and reactive power, and cadgarthe Pl and thelamdanitype fuzzy control
responses. To improve the robustness of the TS-&danst the parameters variation and the grid
voltage disturbances, an adequate data set hascb#ected and used for training, and the results
show the superiority of the trained NFC controllagainst the different faults. The FGT allows the
adaptation of the proportional and integral gaihthe PI controller in the vector control scheme of
the GSC. Fuzzy logic together with the well-knowhddntroller provides an excellent adaptive
controller. We can conclude that by combining tHeECNand an extensive human knowledge and
experience represented by a good collection of skettdrom the controlled system in one operating
conditions, we can build an adaptive and robustrotar which can be useful for the studied

operating condition.
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General Conclusion and Suggestions

Wind power, as one of the clean and alternative energy sources. It is expected to become the
largest renewable energy source in Europe in the near future. Researches on maximizing the power
coefficient and improving the power quality are essential. In this thesis, intelligent control strategies
of DFIG based variable speed WT have been investigated and devel oped.

The power rating of modern offshore WTs has increased up to 10MW in order to harvest more
energy, thus reduce the cost per megawatt of capacity. The construction and installation costs of
these multi-megawatts turbines are really high and critical in offshore areas. The weight and volume
reduction of the power generation system might be a solution to thisissue.

Simulation model of a DFIG-based WTS with variable-speed and pitch control scheme for WT
control and generator output control power is systematically developed for grid-connected operating
condition. Detailed models of al components of the DFIG-based WTGS have been derived and their
operation is explained clearly. This thesis reviewed and discussed the MPPT algorithms usualy
applied in WPGSs. In addition, the authors analyzed a simulation and comparison of three selected
control methods in terms of efficiency and time of response. Simulation results demonstrated the
superiority of the OT control method in terms of simplicity and accuracy, nevertheless, its
dependency on WT characteristics made it inflexible. TSR control has the same simplicity and
accuracy of the OT control, and has a faster dynamic response than OT control; however it still has
the wind speed measurement problem. FLC plays an important role to improve the robustness of the
classical PI control in the rotational speed closed loop control.

Standard FOC schemes usually used to control WT-driven DFIGs comprise Pl controlled
cascaded current and power loops, which require the use of an incremental encoder. Although, the
stator-side active and reactive powers can be independently controlled by adopting those control
schemes. The system transient performance degrades as the actua values of the DFIG resistances
and inductances deviate from those based on which the control system tuning was carried out during
commissioning. In this framework, the alternative high dynamic performance power control schemes
for DFIGs are being proposed by different authors over the last decade. Four DPC strategies of the
DFIG have been chosen in this thesis to investigate the robustness capabilities against the rotational

speed and machine parameters variations. The Pl based control is useless in the uncertain operation
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condition, however each one of the investigated robust or intelligent based control schemes has a
better robustness and each nonlinear control scheme has its straight and weakness points.

This thesis reviewed and discussed a WPGS equipped with a DFIG and two back-to-back five-
level NPC converters in the rotor side. The modeling and the control of the five-level converter is
presented with a new method of controlling the DC-link voltage through the five-level rectifier. A
NFC is adopted to control the rotational speed, stator active and reactive power, and compared to the
Pl and Mamdani fuzzy controllers to improve performance against the parameters variation and the
grid voltage disturbances. We can conclude that by combining the NFC and an extensive human
knowledge and experience represented by a good collection of data set from the controlled system,
we can build an adaptive controller with high robustness for the studied operating condition. The

operator experience plays ahugerolein thisfield of intelligent computing systems.

This thesis has unlocked many gates for the future researchers to work further on the variable-
speed pitch-regulated DFIG-based WTS. The following points are identified as potentia future work
based on the results of the present thesis:

* In the MPPT purpose, using ANN, FLC and NFC in the subject maximum power extraction
control of WTSs may be useful, either for wind speed estimation, identification of the WT
characteristics or improve the efficiency of one classical MPPT strategy.

* In the subject of independently DPC of grid-connected DFIG, maybe an experimental
comparison study between the most famous DPC strategies (FOC, DPC, IOFLC, SMC, FLC and
MPC) will be a good contribution to investigate the robustness against speed variation and
machine parameters uncertainty.

* The potential of the NFS can be useful in the WPGS in different subjects, such as control of
currents, powers, speed, voltages, frequency.., and identification of WT characteristics and
optimization of other controller. Moreover, using the on-ling training instead of the off-line
training of the ANFIS may be a better contribution.

» Using meta-heuristic methods to improve performance.

* An experimental test bench emulating a variable speed WT has to be developed to test the
behavior of a WPGS in the grid-connected operating condition.
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Table A.1: Parameters of the DFIG-WTS in the per-unit system used in chaptersN® 2 and 3

Parameter Denomination Value
Rated wind speed Vu 12 m/s
Rated mechanical power of the WT Prrec 1,5 MW
Number of blade 3

Rotor radius R 35.25m
Air density P 1.225 kg/n
Gearbox ratio Ny 91
Generator inertia constant Hqy=J4/2 0.685s
Wind turbine inertia constant Hi=J/2 432s
Generator friction factor b 0.01 pu
Equivalent torsional stiffness coefficient K it 1.11 pu
Equivalent damping coefficient Dgarmp 1.5pu
Rated grid voltage (line to line) Vy 575V
Rated apparent power of the generator St 1,5/0.9 MVA
Rated active power of the generator Pout 1,5 MW
Rated apparent power of the transformer Py 1,75 MVA
Rated DC-link voltage Voc 1200 V
Rated Grid frequency f 60 Hz
Number of pole pairs p 3

Stator winding resistance R. 0.023 pu
Rotor winding resistance R 0.016 pu
Stator winding leakage inductance L, 0.18 pu
Rotor winding leakage inductance L, 0.16 pu
Magnetizing inductance L 2.9 pu
DC-link capacitor Coc 0.01F
Resistance of grid-side coupling inductor R, 0.003 pu
Inductance of grid-side coupling inductor Ly 0.3 pu

Table A.2: K, Ki gains of the PI controllersused in chaptersN® 2 and 3

Parameter Denomination Value
DC bus voltage regulator gains [Kp, Ki] [8 400]
GSC current regulator gains [Kp, Ki] [0.83 5]
Rotational speed regulator gains [Kp, Ki] [3 0.6]
RSC current regulator gains [Kp, Ki] [0.6 8]
Stator active power regulator gains [Kp, Ki] [0.1 50]
Stator reactive power regulator gains [Kp, Ki] [0.001 50]
Pitch controller gain of rotational speed | K, 150

Pitch controller gains of mechanical power[K,, Ki] [3 30]
PWM frequency of the RSC 27%x60
PWM frequency of the GSC 45%60
Maximum pitch angle 30 deg
Maximum rate of change of pitch angle 10 deg/s
Cut-in/cut-out wind speed 4/30 m/s
Fixed step size le4s
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Table A.3: Parameters of DFIG and the WT S used in chaptersN® 4 and 5

Parameter Denomination Value
Rated apparent power Sout 1,5/0.9 MVA
Rated mechanical power Prrec 1,5 MW
Rated grid voltage (line to line) Vg 690V
Rated DC-link voltage Vbe 1200 V
Number of pole pairs p 2

Grid frequency f 50 Hz
Stator resistance R 0,012Q
Rotor resistance R 0,021Q
Stator leakage inductance L 0,0137 H
Rotor leakage inductance L, 0,0136 H
Magnetizing inductance Ln 0,0135H
DC-link capacitor Coc 0,0044 F
Grid-side coupling inductor resistance| R 0,012Q
Grid-side coupling inductor inductance L 0,005 H
Rated wind speed Vu 12 m/s

Air density P) 1.225 kg/m
Number of blade 3

Radius of blade R 35,25 m
Gear-box gain Ny 90

Global inertia coefficient Jeg 1000 kg.m
Global viscous friction feq 0,0042 N.m.s/rad

Table A.4: K, Ki gains of the PI controllersused in chaptersN°® 5and 6

Parameter Denomination Value

DC bus voltage regulator gains [Kp, Ki] [20 16]

GSC current regulator gains [Kp, Ki] [1 100]
Rotational speed regulator gains [Kp, Ki] [3 0.6]

RSC current regulator gains [Kp, Ki] [1.1296e4 63]
Stator active power regulator gains [Kp, Ki] [0.0001 -0.2121]
Stator reactive power regulator gains [Kp, Ki] [0.0001 -0.2121]
PWM frequency of the RSC 60x50 Hz

PWM frequency of the GSC 60x50 Hz

Fixed step size 2e-5s

Table A.5: Parameters of DPC methods of the DFIG used in chapter N°: 4

Parameter Denomination | Value
FOC: Gain Ko 0.0175
FOC: Gain k; 1.2354
DPC: hysteresis band AP=AQ 4000
SMC: Gain Kq 500
SMC: Gain Kqg 150
SMC: Saturation A + 100
FLC : Input-1 Gain ke 1/1.5.16
FLC : Input-2 Gain Kge 1/3.10"
FLC : Output Gain Kau 10°
Fixed step size 2e-5s
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The Per Unit System

The per-unit system is a common method used faressmg true values as normalized values.
It is convenient to express values using the pdrsystem, as this simplifies representations of
power systems with several voltage levels and toamers, and allows generators to be compared
more easily. Also having numbers of the same madaitallows for higher accuracy in numerical

calculations. The definition of a per-unit valueaofjuantity is:

Per unit value = True value/Base value

Table A.6: Base value definition

Base value Denomination Definition
Base power Sase 1,5/0.9 MVA
Base voltage Vbase 575V
Base current I base Spase/ /3 Viase
Base impedance Zpase Viase ! Ibase
Base angular frequency Wbase 2.7.60
Base torque Thase Sase /( Wpase IP)
Base flux Dpase Vbase! Obase
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Calculation of Pl Controller Gains using the Pole-Compensation Method

In this thesis, the conception of the PI controlebased on the compensation of its time
constant with the one of the process of the vagiablbe controlled. The bloc diagram of the PI

control is presented iRigure A.1

—— e o ———————

: Controlfer |
: =A};\ l
| / i Plant
Xf'f : 1 : 'y k AKHE'HS
i >—’ - 1 >
! $ ! 1+ 7.

Figure A.1 Basic feedback system block diagram with PI cdletro

k.
The form of the PI controller is2 (S) = k, + TI
k.
C(s)=k, +—
S
. . , k
The transfer function of the plant controlled bistRI controller is:H (S) = 1+ 7.5

The open loop transfer function of the global syste given by:

K(k + 50 a+ g
H_ (s)= p s’ _ k(k,.s+ ki)_k k.
o 1+71.s s.(1+7.s) Ts.(1+71.8)
k k.k.
If we put: k—p =T then: Hy (S) = T‘
i
The closed loop transfer function of the globalteysis given by:
K.k 1
He (S) = KK _;_ = 1
KitS 14 = g
(¢
. o 1
The time response for a feedback system to get@ad@3he reference is given by, = 3'W
"N
P _ _ r
Because—— = k;, Then: T, = 3.
r k.k,
F hich it can be deduced thit, = 3.— olk-3L
rom which it can be deduce b T and K; 'k.Tr

r
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L evel-Shifted PWM Strategy for 3L NPC Convertersusing Matlab/SimPower Systems
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Figure A.2 Topology of the three phase 3L NPC converter.
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Figure A.3 One phase Level-Shifted PWM strategy for the 3L NB@verter.
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Figure A.4 One phase output voltage of the 3L NPC converter.

L evel-Shifted PWM Strategy for 5L NPC Convertersusing Matlab/SimPower Systems
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L evel-Shifted PWM Strategy for 5L NPC Convertersusing Matlab/Simulink (Equation 5.03)
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Figure A.9 Topology of the three phase 7L NPC converter.
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Figure A.11 One phase output voltage of the 7L NPC converter.
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Contribution a la Commande Neuro-Floue de la Machie Asynchrone
a Double Alimentation Utilisée dans un Systeme E@in

Mots Clés :

- Machine asynchrone a double alimentation - Twbévolienne - Commande a flux orienté,
Commande directe de puissance - commande nonrgné&ommande floue - Commande neuro-
floue - Convertisseur multiniveaux.

Résume :

Cette thése présente la commande d’une machinelasyre a double alimentation (MADA)
par des techniques d'intelligence artificielle. Apravoir présenté |'état de l'art des différents
systemes de génération éoliens, nous avons aterdédélisation mathématique de la MADA pour
élaborer la commande vectorielle a flux orientécawe régulateur classique proportionnel-intégral
(P1). Nous avons révisé aussi les techniques denzomde directe non linéaire de puissance générée,
et les différentes techniques de maximisation despnce produite. Aprés avoir utilisé le régulateur
Pl, on a remarqué leur inefficacité au niveau deéfponse dynamique et dans les cas des variations
paramétriques de la machine. Pour cela, nous aepts a l'utilisation des techniques de
l'intelligence artificielle tels que les régulatseiutous et neuro-flous, lesquelles surpasseninatek
des technigues classiques et améliorent la rolsgsteBes résultats de simulations par
Matlab/Simulink et des tests de robustesse soseptés pour comparer avec les autres techniques.




