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Abstract
Healthcare 4.0 is one of the Fourth Industrial Revolution’s outcomes that make

a big revolution in the medical field. Healthcare 4.0 came with more facilities advan-
tages that improved the average life expectancy and reduced population mortality. This
paradigm depends on intelligent medical devices (wearable devices, sensors), which are
supposed to generate a massive amount of data that need to be analyzed and treated
with appropriate data-driven algorithms powered by Artificial Intelligence such as ma-
chine learning and deep learning (DL). However, one of the most significant limits of
DL techniques is the long time required for the training process. Meanwhile, the real-
time application of DL techniques, especially in sensitive domains such as healthcare,
is still an open question that needs to be treated. On the other hand, meta-heuristic
achieved good results in optimizing machine learning models. The Internet of Things
(IoT) integrates billions of smart devices that can communicate with one another with
minimal human intervention. IoT technologies are crucial in enhancing several real-life
smart applications that can improve life quality. Cloud Computing has emerged as a
key enabler for IoT applications because it provides scalable and on-demand, anytime,
anywhere access to the computing resources.

In this thesis, we are interested in improving the efficacity and performance of
Computer-aided diagnosis systems in the medical field by decreasing the complexity of
the model and increasing the quality of data. To accomplish this, three contributions
have been proposed. First, we proposed a computer aid diagnosis system for neonatal
seizures detection using metaheuristics and convolutional neural network (CNN) model
to enhance the system’s performance by optimizing the CNN model. Secondly, we fo-
cused our interest on the covid-19 pandemic and proposed a computer-aided diagnosis
system for its detection. In this contribution, we investigate Marine Predator Algo-
rithm to optimize the configuration of the CNN model that will improve the system’s
performance. In the third contribution, we aimed to improve the performance of the
computer aid diagnosis system for covid-19. This contribution aims to discover the
power of optimizing the data using different AI methods such as Principal Component
Analysis (PCA), Discrete wavelet transform (DWT), and Teager Kaiser Energy Op-
erator (TKEO). The proposed methods and the obtained results were validated with
comparative studies using benchmark and public medical data.

Keywords: healthcare 4.0,Neonatal seizures, Covid-19, Artificial Intelligence,
Deep Learning, Marine Predator Algorithm, Principal Component Analysis, Discrete
Wavelet Transform, Teager Kaiser Energy Operator,Cloud computing, IoT.
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Résumé
Healthcare 4.0 est l’un des résultats de la quatrième révolution industrielle qui

fait une grande révolution dans le domaine médical. Le Healthcare 4.0 est venu avec
plus d’avantages d’installations qui ont amélioré l’espérance de vie moyenne et réduit
la mortalité de la population. Ce paradigme dépend des dispositifs médicaux intelli-
gents (dispositifs portables, capteurs) qui sont censés générer une quantité massive de
données qui doivent être analysées et traitées avec des algorithmes appropriés basés sur
les données et alimentés par l’intelligence artificielle (IA), tels que l’apprentissage au-
tomatique et l’apprentissage en profondeur (AP). Cependant, l’une des limites les plus
importantes des techniques AP est le long temps requis pour le processus de formation.
Pendant ce temps, l’application en temps réel des techniques AP, en particulier dans
des domaines sensibles tels que le domaine de la santé, reste une question ouverte qui
doit être traitée. D’autre part, la méta-heuristique a obtenu de bons résultats dans
l’optimisation des modèles d’apprentissage automatique. L’Internet des objets (IoT)
intègre des milliards d’appareils intelligents qui peuvent communiquer entre eux avec
une intervention humaine minimale. Les technologies IoT jouent un rôle crucial dans
l’amélioration de plusieurs applications intelligentes réelles qui peuvent améliorer la
qualité de vie. Le Cloud Computing est devenu un catalyseur clé pour l’application
IoT en raison de sa capacité à fournir un accès évolutif et à la demande, à tout moment
et en tout lieu aux ressources informatiques.

Dans cette thèse, nous nous intéressons à l’amélioration de l’efficacité et des per-
formances des systèmes d’aide au diagnostic par ordinateur dans le domaine médical
en diminuant la complexité du modèle et en augmentant la qualité des données. Pour
ce faire, trois contributions ont été proposées. Premièrement, nous avons proposé un
système d’aide au diagnostic informatique pour la détection des crises néonatales à
l’aide de métaheuristiques et du modèle réseau de neurones convolutifs (RNC) afin
d’améliorer les performances du système en optimisant le modèle RNC. Dans un sec-
ond temps, nous avons focalisé notre intérêt sur la pandémie de covid-19 et proposé
un système de diagnostic informatique pour sa détection. Dans cette contribution,
nous étudions l’algorithme Marine Predator pour optimiser la configuration du modèle
RNC qui améliorera les performances du système. Dans la troisième contribution, nous
avons cherché à améliorer les performances du système d’aide au diagnostic informa-
tique pour le covid-19. L’idée de cette contribution est de découvrir la puissance de
l’optimisation des données en utilisant différents types de méthodes d’IA telles que
Analyse des Composants Principales (ACP), Transformation en Ondelettes Discrètes
(TOD), Operateur d’Energie Teager Kaiser (OETK). Les méthodes proposées et les
résultats obtenus validés par des études comparatives utilisant des données médicales
de référence et publiques.

Mots clés: soins de santé 4.0,crises néonatales, Covid-19, intelligence artifi-
cielle, Aapprentissage en profondeur, algorithme des prédateurs marins, analyse des
composants principales, transformation en ondelettes discrètes, Operateur d’Energie
Teager Kaiser, Cloud computing , IoT.
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Chapter I

General introduction

1 Context

Healthcare 4.0 paradigm emerged as the new innovation of the conventional health-

care sector, which used to be more flexible, data-driven, and patient-centric healthcare

[11]. This new paradigm provides intelligent medical devices (wearable devices, sen-

sors) which supposed to generate a massive amount of data that need to be analyzed

and treated with appropriate technologies such as machine learning and deep learning

[12].

This modern healthcare system largely relies on cross-organizational services that

encourage customization and personalized healthcare help and support through the use

of big data analytics [13]. In the context of healthcare systems, enabling technologies

such as data analytics and recommender systems offer enormous research potential.

As a result of this transition, individualized suggestions may be delivered to patients

suffering from various ailments through supporting technology [14].

The healthcare industry might be further divided into physical healthcare such as

Covid-19 and mental healthcare such as Seizures [15]. The healthcare 4.0 community

used to reduce population mortality and improve average life span. Generally, this

healthcare system is built on two pillars: Physical components (patient) and virtual

components (cloud computing, fog computing, and other self-contained systems) [16].

For this context, several devices need to be connected, and a huge amount of data will

1
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be generated. One of the most challenging tasks is how this data could be analyzed?

And how much time this analysis takes?

Meanwhile, real-time analysis of this data might be highly beneficial in illness

detection, online monitoring of patients’ symptoms by doctors, and computer-aided

diagnosis advantages that improve the healthcare industry in many ways. Because

of advanced technologies such as machine learning and deep learning, for diagnosis

analysis on the first side and metaheuristic, and other optimization techniques such

as Entropy variants, Principal Component Analytics, Wavelet transform, and so on,

artificial intelligence is critical to all of this development and achievement.

Depending on the desired problem, diagnostic analysis techniques are used for

various purposes such as classification, prediction, grouping, and regression. The most

common criticisms for selecting the most appropriate technology are: for the first stage,

the problem itself (its objectives and consequences), and for the second step, the data,

which includes the nature of the data and how it is kept or stored.

2 Problem statements

In this thesis we tackle, in the first, the problem of developing an accurate system to

assist the neurologist in recognizing seizures in newborn infants. Seizure is one of the

prevalent diseases related to the mental healthcare which is a synchronized electrical

discharge (depolarization) of a group of neurons in the central nervous system that

is aberrant [17]. However, children are the most impacted by seizures, particularly

during the newborn period. Moreover, this neurological event might be caused by

several conditions [18] [19], which make serious risks on the newborn’s mental health

and might lead to the infant’s death. Many states of the art are done in the field of

neonatal seizure detection; however, this subject does not achieve remarkable outcomes

because of the nature of this illness and the lack of sufficient data. For these reasons,

neonatal seizure detection is still an open, challenging task that needs an accurate and

efficient treatment.

The auto-detection of the presence of seizures in newborn infants is one of the most

challenging tasks due to the difficulties in detecting the abnormalities in the EEG signal

of infant, the absence of additional clinical data from neurologists, the various types

2
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of neonatal seizures which result variety of features that need to be considered, lack

of datasets. On the other hand, choosing an appropriate DL model with accurate

parameters is still one of the big problems in the optimization tasks because it relies on

the complexity of the system and the time required for the training process. Therefore,

several questions could be posed in this context related to: The impact of data quality

on the performance of neonatal seizure computer-aided diagnosis, the lack of neonatal

seizures data, the way of detecting the abnormal phases in the signal records, the choice

of channels that have to be focused on in the feature extraction phase of the seizures,

the advantages of combining between the EEG records of patients and their clinical

data, and the impact of optimizing the model on the performance of neonatal seizures

detection.

In the second part of this thesis, we focused our interest on the newest worldwide

pandemic, Covid-19, that threatens the health of humanity. With the mutation of the

virus over time and the absence of an accurate drug, precautions and early detection

are still the best ways to limit the spread of this virus. Therefore, various techniques

were used by the community of researchers for their detection, such as X-ray images

and CT-scan images. However, the first limitation in their work is the similarity of

features of covid-19 images and the other lung diseases such as Pneumonia. Also, the

use of small datasets is still an open question. Moreover, using pre-trained models in

the medical field will give good results and sometimes wrong ones, especially in terms

of specification. For instance, using a pre-trained model on numbers for detecting the

Covid-19 from an image did not yield good results. Furthermore, optimizing the whole

system still challenged tasks that need improvement. To overcome these limitations,

several tasks need to be treated, such as the lack of Covid-19 data, the similarity

between the Covid-19 and Pneumonia disease, the impact of the quality of data in

improving the performance of the system, the best way to reduce the complexity of

the whole system depends on optimizing the model or the data, and the possibility to

improve the quality of service of this system and make them friendly user.

3 Contributions

To overcome the aforementioned problems, we proposed three contributions:

New bio-inspired approach for deep learning techniques applied to neonatal
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seizures: The first contribution proposed in this thesis is applying a deep learning

model for neonatal seizure detection. Public neonatal seizures dataset from NICU [20]

were used to accomplish this contribution. The proposed system consists of:

• Data segmentation to fragment the newborn’s complete signal into windows with

the same number of channels but with a tiny number of samples (using Petrosian

Fractal Dimension PFD).

• Preprocessing step to filter and analyze the band-pass of the windows generated

from the previous step (using band-pass filtering, Z-Scores normalization, and

Independent Component Analysis ICA).

• Augmented features to combine the features extracted from the previous step

and combine it with the clinic data approved by the neurologists.

• In the Preparation of the model, we automatically select the accurate hyperpa-

rameters of the model using the new bio-inspired metaheuristic (Marine Predator

Algorithm).

• The next step will be the Train of the model on the prepared dataset to obtain

a trained model that will be used next.

• The last step in this contribution depends on identifying the presence or the

absence of seizures in the newborn using the trained model.

Convolution Neural network based Marine Predator Algorithm for COVID-

19 detection: The second contribution consists of classifying the worldwide pan-

demic, Covid-19 disease. To accomplish this work, we use public datasets containing

multiple classes such as Pneumonia, Covid-19, and normal cases [21]. The main pur-

pose of this contribution is:

• To improve the precision in detecting the covid-19 cases and differentiate it from

the other similar diseases such as Pneumonia.

• To solve the problem of the imbalanced data used.

• To prove the impact of using different metaheuristics for auto-selection of the

model’s hyperparameters.

• To ensure the outperformance of our proposed MPA in optimizing the model,
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which is, to the best of our knowledge, the first application for the Covid-19

detection.

The steps of achieving this contribution could be summarized as follow: in the first

step, we preprocess our dataset by resizing images and transferring them to the grey

scale. Also, we augmented our dataset by zooming and rotating the images. After pre-

processing our dataset, we pass to the phase of preparing our CNN model by choosing

the appropriate hyperparameters using the MPA. Then, we train this model on the

prepared dataset.

IoMT-fog-cloud based architecture for Covid-19 detection: In the third

contribution of our thesis, we focus on providing an IFC-Covid system that will be

a real-time and effective application for covid-19 detection, which is user-friendly and

cost less. In this contribution, we are interested in:

• Evaluating the impact of optimizing data in the full complexity of the system.

To the best of our knowledge, this is the first use of hybrid methods for feature

extractions such as PCA, TKEO, and Discrete Wavelet Transform, in the covid-

19 detection.

• Proposing a system that provides an online service for classifying the covid-19

and pneumonia diseases.

• Solving the latency and computational cost of cloud computing and improving

the QoS by introducing the fog as an intermediary layer.

• The use of Fog computing ensures the privacy and security of the patients’ data.

To accomplish this contribution, we followed some steps, such as the Discrete

Wavelet Transform (Biorthogonal 1.3) for decomposing the image into segments. Next,

we apply the PCA module to extract the image’s principle and most essential features,

reducing the model’s complexity. Then, we introduce the TKEO technique to track

the energy in the image, which contains valuable data. Finally, in the following step,

propose full Fog-Cloud computing architecture to fill the latency problem gap and

improve the full system’s QoS.
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4 Thesis Structure

The rest of this thesis is organised as follows:

Chapter II introduces the basic concepts related to this thesis: Machine Learn-

ing, Metaheuristic, Big Data, Internet of Things, Cloud Computing, Healthcare, Neona-

tal Seizures, and Covid-19.

Chapter III presents the state-of-the-art works that done for healthcare 4.0 in

general and in neonatal seizures and in Covid-19 specifically.

Chapter IV shows the first contribution of applying deep learning techniques for

neonatal seizures to diagnose the presence of seizures. We begin our chapter by giving

an overview of neonatal seizures; then, we provide details about the architecture of

the used CNN, the MPA technique used in the auto-selection of the hyperparameters,

data description, data preprocessing, and classification. Next, experimental results to

demonstrate the effectiveness and performance of the system are provided. Finally, a

conclusion and future work are presented.

Chapter V presents the second contribution, which focuses on applying a new

metaheuristic technique with a deep learning technique to classify Covid-19 and Pneu-

monia diseases. First, we start our chapter with an overview of the covid-19, then we

give details about the used dataset, CNN model, and the implementation of the MPA

on the model. Next, we show the experimental analysis of the proposed system and

conclude our chapter with a conclusion and future work.

Chapter VI introduces the third contribution of our thesis aims to test various AI

methods on computer aid diagnosis systems for detecting the presence of covid-19 and

pneumonia disease. To accomplish this work, we investigate different king of techniques

such as DWT, PCA, and TKEO. First, we start our chapter with an overview of CAD

systems used for covid-19 detection. Then, we show our proposed system with details

of the components of each layer. Next, we present the deep learning model that we used

in the system. After that, we give details about the different AI methods used for data

preprocessing, such as DWT, PCA, and TKEO. At the end of the data preprocessing

step, we pass this prepared dataset to our model and start the training phase. Also,

we highlight our proposed system’s experimental results, which reflect our system’s
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performance. Finally, we conclude our chapter with a conclusion and future work.

ChapterVII Conclude the whole thesis by giving an overview of the problems

treated and the suggested solutions. Also, we discuss the achieved results and then,

we finalize with prescriptive and future work.

7



Chapter II

Preliminaries and Basic Concepts

1 Introduction

This chapter presents the main concepts related to our thesis and gives an

overview of the domains we will use. Section 2 presents machine learning and its

different categories. Section 3 gives an overview of deep learning and its different mod-

els. However, metaheuristic and their related concepts are introduced in section 4.

Also, big data, IoT, and cloud computing are presented in sections 5,6, and 7. At the

end of this chapter, we give an overview of neonatal seizures and covid-19 in sections

8 and 9.

2 Machine learning

Machine learning is a branch of Artificial Intelligence (AI) that emerged from

pattern recognition to examine the data model and integrate it into patterns that

people could understand and use [22]. A machine learning algorithm is a computing

process that utilizes input data to accomplish a goal without being explicitly written

to achieve that goal [23]. In literature, Tom Mitchell defined ML as “A computer

program is said to learn from experience (E) with respect to some class of tasks (T)

and performance measure (P), if its performance at tasks in T, as measured by P,

improves with experience E” [24]. Also, Ethem Alpaydin presented it as the field of

“Programming computers to optimize a performance criterion using example data or
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past experience” [25]. According to these definitions of ML, the main role of ML is

to make the computer learn from various instances of the surrounding environment to

accomplish specific tasks [23].

Nowadays, machine learning is integrated in the majority of technologies such

as: facial recognition technology for tagging people in social media, recommendation

engines for suggesting movies and other TV shows to the user, converting text images

into editable types using Optical Character Recognition (OCR), Self-driving cars. As

a result, machine learning is a constantly expanding and developing discipline in which

some recognized and new issues must be addressed.

Machine learning is broadly classified as supervised, unsupervised, semi-supervised,

reinforcement learning, and transfer learning. A supervised learning model has two

major tasks: classification and regression. Classification is about predicting a nominal

class label, whereas regression is about predicting the numeric value for the class label.

[22].

According to the nature of training data, we can classify machine learning as

follows (Figure II.1).

Figure II.1: Machine learning Classification
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2.1 Supervised Learning

In the presence of an unexpected input instance, a supervised learning model is

meant to provide predictions. The model in supervised learning employs a speci-

fied set of input datasets and their known responses to the data (Xtrain, Ytrain) =

(x1, y1), ..., (xl, yl).The model is then trained using a learning algorithm to provide a

forecast for the reaction to fresh data or the test dataset. For instance, supervised

learning is like teaching a child how to read words. In the first step, you have to make

them learn letters and then how to spell them. After that, you have to read words for

them and make them repeat them to make them understand how to collect the letters

and spell the full word. In this way, the child will be able to read by himself.

The majority of algorithms used for supervised learning used various algorithms such

as linear regression, logistic regression, neural networks, decision tree, SVM, random

forest, naive bayes, and k-nearest neighbor [26].

2.2 Unsupervised Learning

Unlike supervised learning, the unsupervised learning does not know previously what

the output will be, and depend on the input that has not been tagged Xtrain = Xu =

x1, ..., xu. The machine learner’s primary duty is to find solutions on its own. This is

analogous to assigning a group of patterns to a student and asking them to identify

the underlying themes that formed the patterns. This means that the machine learns

on its own and does not need the supervision [26].

2.3 Semi-supervised Learning

When a limited quantity of labeled data is discovered for a specific application, this

learning approach mixes supervised and unsupervised learning. It produces a function

mapping from labeled and unlabeled data inputs. Using the labeled information set,

semi-supervised learning attempts to categorize some of the unlabeled data. The unla-

beled dataset should be significantly bigger than the labeled data in a semi-supervised

learning situation. Otherwise, supervised methods might be used to solve the problem.

Real-world examples include protein sequence classification, online content categoriza-

tion, and voice analysis, where categorizing audio recordings is a laborious operation

that necessitates extensive human interaction. [22].
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Semi-supervised learning may be classified into the following categories [26]:

• Self-training is semi-supervised learning that teaches itself based on its pre-

dictions.

• Co-training is weakly semi-supervised learning for multi-view data utilizing the

co-training setup and teaching themselves using their predictions.

• Active learning is semi-supervised learning in which the student has an active

or participatory involvement in deciding which data points to ask an expert or

instructor to label.

2.4 Reinforcement learning

Interaction with the environment is required for reinforcement learning. Rein-

forcement learning considers how an autonomous agent that detects and acts in its

environment may learn to select optimum behaviors to achieve its goals. The activities

that an agent does in the environment are used to reward its behavior. It examines

the repercussions of its activities and takes the best next measures. Examples of rein-

forcement learning include a computer playing chess with a person, learning to identify

spoken phrases, and learning to categorize new astronomical formations [22].

2.5 Transfer learning

In many real-world applications, data distribution shifts or data becomes obsolete.

As a result, transfer learning must be used to address knowledge transfer from the

source domain to the target domain. Inductive transfer learning, transductive transfer

learning, unsupervised transfer learning, multitask learning, self-taught transfer learn-

ing, domain adaptation, and EigenTransfer are examples of transfer learning [26].

3 Deep Learning

Deep Learning (DL) is an artificial intelligence discipline and a new branch of Machine

Learning incepted by Hinton [27]. DL is based on building huge neural network models

that can make correct data-driven judgments. It is a new branch of Machine Learning

which involves a series of interconnected multiple processing layers. It is best used

when the data is complicated, and there are vast datasets to work with. Nowadays,
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deep learning is used by the majority of internet businesses and high-end consumer

devices. For instance, Facebook utilizes deep learning to examine the content in online

interactions, among other things. Also, Deep learning is used by Google, Baidu, and

Microsoft for image search and machine translation. Moreover, Deep learning algo-

rithms run on all current smartphones; for example, deep learning is now the industry

standard for digital camera speech recognition and facial identification. Furthermore,

Deep learning is used in the healthcare industry to interpret medical pictures (X-rays,

CT scans, and MRI scans) to diagnose health issues. Deep learning is also at the heart

of self-driving cars, where it’s utilized for things like localization and mapping, motion

planning and steering, and perception of the surroundings, as well as tracking driver

status [28].

Deep learning is one of the most successful innovations that bring revolution to

the world in various domains. AlphaGo is a computer program that could play the Go

game, developed by DeepMind technologies [29].

The first idea of deep learning refers to Hinton et al. in 2006 [27], when they

created a Deep Neural Network (DNN). DL gained its interest from researchers when

they applied it in different fields such as: natural language processing [30], image re-

trieval [31], Image recognition [32], search engines and information retrieval [33][34],

etc. And it achieves excellent results in terms of performance [35]. The purpose of

creating DL methods is to exceed the limitations of the traditional techniques, Artifi-

cial Neural Networks (ANNs) [36] and Multilayer Perceptrons (MLPs) [37] which are:

First, the difficulty of training the modal with a large number of layers. Also, the over-

fitted models because of the small size of training data. Furthermore, the limitation in

the computational capabilities of the hardware at that time [38]. However, DL meth-

ods, with their deep architecture and supervised or unsupervised learning techniques,

gain a lot of advantages [39]. They use efficient techniques such as: Rectified Linear

Units (ReLUs) [40] as activation function, dropout methods [41], flatten methods [42],

optimizers [43], backpropagation and auto-updating the weights of the neurons, etc.

[44].

One of the most potent characteristics of DL methods is the ability to extract

hiding features from the input data. Another advantage of DL is the interconnectivity
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between the current layer and the previous layer, which makes the model combine the

features of all layers. This combination makes the model learns complex features; for

example: when the input is a cat picture, some filters are applied to this image. The

first hidden layer extracts the features concerned with the shape of the cat, and the

second one extracts the features of the color of the cat, etc. The last layer collects

these features together to produce the cat image [45]. In general, a deep model is a

model that uses two or more hidden layers with advanced methods.

According to [46], the general architecture of a deep neural network presented as

follow:

• Input layer in this layer, several neurons are reserved to represent data in vec-

tors, generate vectors of weights, and pass it as an output to the following layer.

• Hidden layers these layers also include neurons; they consider the previous

layer’s output as input and apply several processes to it, such as filtering, applying

feature map, etc. Then, pass the resulting data to the final layer.

• Output layer receives the output of the last hidden layer and then collects them

together to get the final result such as: classification, prediction, and loss func-

tion, obtained from the correct prediction and the wrong one, using optimization

algorithms. After that, the training cycle will be repeated to adjust the weights

until the error rate gets down and achieve a suitable threshold.

3.1 Convolutional Neural Network (CNN)

A convolutional neural network (CNN) used in various domains such as recognition,

classification, detection, prediction, etc. The biggest advantage of convolutional neural

networks that came with is the ability to automatically learn a broad and an abstract

number of features in parallel training of the dataset under the constraints of a specific

predictive modeling problem [47]. Due to the carefully designed architecture of CNN,

especially the use of filters, convolutional layers, pooling layers, dense layer, etc. figure

II.2, CNN achieved great success, making it applicable in several research areas. The

first input layer of the CNN is specified to receive different dimensions of data such as

1D, 2D, and 3D, the most used is 2D inputs (i.e., images and audio signal) [47]. The

hidden layers consist of kernels that can extract abstract features by applying some
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functions like the production, sum, etc., on vectors of weights that create the feature

map and pass it to the dense layer. Also, poling layers are one of the hidden layers’

components that reduce the input’s dimensions. This sub-sampling or down-sampling

of the input provides simultaneous loss of information that reduces the computational

overhead of the next layers.

Figure II.2: Convolution Neural Network [1]

3.2 Recurrent Neural Network

A recurrent neural network (RNN) is a deep learning algorithm specialized in se-

quential or time-series data. Due to this specification, RNN is used for real-time issues,

such as natural language processing (NLP), speech recognition, and image captioning

[48]. One of the common problems of traditional deep neural networks is the indepen-

dence of the input layer from the output layer, e.g., in the case of prediction the next

word of a sentence, it is axiomatic that the previous words are required. Hence, there

is a need to remember the last words. However, RNN came to solve this problem by

adding new properties to the neural network model: the feed-forward and Backprop-

agation Through Time (BPTT). These properties create the dependency between the

input and the output layers, which means that the output of the final layer (output

layer) depends on the output of the first layer (input layer). Due to the internal mem-

ory in each neuron in the model, all the information and calculations of the current
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layer are saved and prepared to be delivered to the next layer Figure II.3. As a result,

there is a reliance between the input and the output [49].

Figure II.3: Recurrent Neural Network [2]

3.3 Long short-term memory

Long short-term memory (LSTM) is a kind of recurrent neural network (RNN). The

idea that LSTM came with is the possibility of connecting to previous neurons that

allow feedback and store data by using a memory cell in each neuron. Unlike standard

RNN, LSTM uses an input gate, an output gate, and a forget gate to manage memory

cells’ access Figure II.4. Forget gate has the most critical role in LSTM by applying

some processes such as reading from the memory cells, writing in the memory cells,

and deleting the content of the memory cells [50]. LSTM can be applied in several

tasks such as unsegmented, connected handwriting recognition, speech recognition,

and anomaly detection in network traffic. Moreover, Backpropagation Through Time

(BPTT) decreases the error rate of LSTM, which gives it popularity to be used for

different objectives like classification, prediction, and recognition [51].
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Figure II.4: Long short-term memory [3]

3.4 Generative adversarial network

A generative adversarial network (GAN) is a deep learning model introduced by

Goodfellow et al. [52]. GANs are based on the minimax games’ theory in generating

new images using generative and discriminative networks(see Figure II.5). The main

function of discriminative networks is to differentiate between input data and generative

networks’ data [53]. Due to this power of generation, GANs realized good results in

several applications like image processing, natural language processing tasks, etc. [54].

Figure II.5: Generative adversarial network [4]
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3.5 Restricted Boltzmann Machines

Restricted Boltzmann Machines, one of the Boltzmann Machine’s variants, is a

generative stochastic neural network that forms a bipartite graphical model. The RBM

model allows the connection between the visible variables and the hidden variables,

which provides more efficient training algorithms [55] [56] as it is showed in the Figure

II.6.

Figure II.6: Restricted Boltzmann Machine [5]

3.6 Deep Belief Network

Deep Belief Network, one of the Boltzmann Machine’s variants, is a generative

probabilistic model based on the RBM. The DBN is a graphical model that uses unsu-

pervised greedy learning to learn and extract a deep hierarchical representation of the

training data. [57]. The DBN’s overall design is shown in Figure II.7, with the top two

layers forming an undirected graphical model and the bottom levels forming a directed

generative model. The main advantages of DBN architecture are ignoring the labeling

phase of the data and ensuring the right initialization of the model’s parameters.
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Figure II.7: Deep Belief Network [6]

3.7 Deep Boltzmann Machines

Deep Boltzmann Machines is an RBM-based model that uses a unidirectional con-

nection between visible and hidden units. The DBM also used a greedy layer-wise

training strategy [58] to train each layer separately from the other layers. Like DBN,

the RBM uses stochastic maximum likelihood (SML) [59] as an optimizing technic to

avoid the local minima. Figure II.8 represents the general architecture of DBM.
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Figure II.8: Deep Boltzmann Machine [7]

3.8 Autoencoder

An autoencoder neural network is a symmetrical neural network that uses back-

propagation to learn unsupervised features, with the goal value equal to the inputs.

AEs have the same number of input and output units [60]. Similar to the premise of

Principal Components Analysis, AEs employed encoding and decoding operations to

build a representation from the inputs, often for dimensionality reduction, by training

the network to disregard signal ”noise”. The basic goal of AEs is to develop a recon-

structing side from a reduced encoding of a representation that is as near to its original

input as feasible Figure II.9. There are several types of AEs, including denoising

autoencoders, counteractive autoencoders, stacked autoencoders, sparse autoencoders,

and variational autoencoders, each of which has demonstrated performance in a certain

area, such as detection, recognition, and classification [53].
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Figure II.9: Autoencoder [8]

3.9 Denoising Autoencoder

The denoising autoencoder [61] is a variation of the autoencoder that accepts both

corrupted and uncorrupted input. In general, the denoising autoencoder encodes the

input in the first stage before canceling the impact of the random corruption process

applied to the autoencoder’s input, where the stochastic corruption process sets a

number of inputs to zero. Then, for randomly selected subsets of missing patterns, the

denoising autoencoder attempts to predict the corrupted values from the uncorrupted

ones, Figure II.10.

Figure II.10: Denoising Autoencoder [9]

3.10 Stacked (Denoising)Autoencoders

The primary purpose of stacking the denoising autoencoder is to create a deep net-

work by feeding the denoising autoencoder’s output layer to the next layer. Because
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its input is the preceding layer’s output, each model layer is trained as a denoising au-

toencoder by reducing the error in reconstructing its input. After all layers have been

pre-trained, the network moves on to the second step of training, known as fine-tuning.

When the aim is to optimize prediction error on a supervised task, supervised fine-

tuning is addressed. To that goal, a logistic regression layer is added to the network’s

output code of the output layer, Figure II.11. The resulting network is subsequently

trained as a multilayer perceptron, with just the encoding components of each autoen-

coder considered at this stage. This level is monitored since the goal class is considered

during the training [62].

Figure II.11: Stacked (Denoising)Autoencoder [10]
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4 Metaheuristic

Every day, engineers and decision-makers face more complicated difficulties in a

variety of technological fields, such as operations research, mechanical system design,

image processing, and, in particular, electronics. The situation at hand is frequently

represented as an optimization problem [63]. The phrase optimization has numerous

meanings, including lowering time, cost, and hazards; it might also be used to optimize

profit, quality, and system efficiency. Because many real-life problems cannot be solved

precisely in a short period of time, such as in science, healthcare, economics, industry,

agriculture, education, and so on, approximate algorithms are the main alternative to

solve these types of problems, such as scheduling production for time optimization,

producing specific networks for optimizing cost and QoS, predicting abnormalities in

patients’ bodies, and so on. Approximate algorithms are divided into two types: specific

heuristics used for a specific problem and metaheuristics used to address a variety of

optimization problems [64].

A metaheuristic is a heuristic strategy for discovering approximate or near-optimal

solutions to various problems, particularly when there is incomplete or defective in-

formation or limited computer capability [65]. Metaheuristics investigate the often-

extensive solution search space of issues that are assumed to be tough. This is ac-

complished by reducing the effective size of the place and successfully exploring it.

Metaheuristics are useful for three things: solving problems faster, handling large is-

sues, and obtaining robust algorithms. They are very simple to design and deploy, as

well as highly versatile [64].

The name ”heuristic” comes from the Greek word ”heuriskein,” which means ”the

art of devising new strategies (rules) for problem solving.” The suffix ”meta” in Greek

means ”higher-level approach.” F. Glover created the term ”metaheuristic”[66]. Meta-

heuristic search strategies are higher-level general processes (templates) that may be

used to guide the development of underlying heuristics to solve specific optimization

problems [64].

There are two types of optimization issues: ”discrete” problems and problems with

continuous variables. To be more explicit, consider the following two examples. The

well-known traveling salesman issue, which requires reducing the path of a ”traveling
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salesman” who must visit a specified number of sites before returning to his starting

point, is one of the discrete tasks. The search for the values to give to the parameters

of a numerical model of a process so that the model faithfully reproduces the observed

real behavior is a common continuous challenge. In actuality, ”mixed issues” with dis-

crete and continuous variables may develop. This distinction is required to define the

domain of hard optimization [63].

Specific discrete optimization problems for which no reliable polynomial approach

(i.e., one with proportionate computation time) is known to Nn, where N is the number

of unknown issue parameters, where n is an integer constant). This is especially true

for ”NP-hard” problems, where it has been proposed that there is no constant n for

which a polynomial of degree limits the solution time.

For a long time, many attempts have been made to address these two types of

problems. As a result, in the subject of continuous optimization, there is a significant

arsenal of traditional methods for global optimization [67]. However, if the goal function

lacks a certain structural property, such as convexity, these strategies are typically

ineffective. Many heuristics that yield near-optimal solutions have been discovered

in the field of discrete optimization; nevertheless, the majority of them were built

specifically for a specific situation.

Metaheuristics provide a synthesis of the two domains that may be used to all forms of

discrete problems as well as continuous ones. These approaches also share the following

characteristics [63] :

• They are, to some extent, stochastic: using this strategy, we may avoid the

combinatorial proliferation of options.

• They are characteristic of discrete origin and have the advantage, critical in the

continuous case, of being direct.

• Analogies in physics, biology , and ethology drive them.

• They also have the same drawbacks: difficulties in modifying the method’s pa-

rameters and a lengthy calculation time.

These techniques are not mutually exclusive; with present knowledge, it is often

impossible to forecast the effectiveness of a certain approach when applied to a given
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scenario with certainty. Furthermore, the advent of hybrid approaches, which aim

to capitalize on the different traits of many methodologies by combining them, is a

contemporary trend. Finally, one of the many advantages of metaheuristics is that

they lend themselves to diverse extensions. We can provide a particular quote:

• multi-objective optimization [68], which involves optimizing several contradictory

objectives at the same time;

• multimodal optimization, which involves attempting to locate a whole set of

global or local optima;

• dynamic optimization, which deals with temporal variations of the objective func-

tion; and the use of parallel implementations.

4.1 Complexity Theory

The complexity of definable issues is our focus in this section. Even with infinite

time and space resources, no algorithm could ever tackle intractable problems [69].

4.1.1 Complexity of Algorithms

To solve a problem, an algorithm requires two critical resources: time and space.

As a result, an algorithm’s temporal complexity is defined as the number of steps

required to solve a problem of size n. The worst-case scenario analysis is frequently

used to define complexity. The goal of calculating the computational complexity of an

algorithm is to obtain an asymptotic bound on the step count rather than an actual

step count. Asymptotic analysis is used in the Big−O notation. It is one of the most

often used notations in algorithm analysis.

4.1.2 Big−O notation

If there are positive constants n0 and c such that ∀n > n0, f(n) ≤ c.g(n), an algorithm

has a complexity f(n) = O(g(n)). The function g(n) upper bounds the function f(n)

in this example. The Big−O notation can be used to compute an algorithm’s time or

space complexity.
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4.1.3 Polynomial-time algorithm

A polynomial-time algorithm has a complexity of O(p(n)), where p(n) is a polyno-

mial function of n. A degree k polynomial function is defined as follows: p(n) =

ak.nk+···+aj .nj+···+a1.n+n0
where ak > 0 and aj ≥ 0,∀1 ≤ j ≤ k − 1. The polynomial

complexity of the corresponding algorithm is O(nk).

4.1.4 Complexity of shortest path algorithms

Given a linked graph, G = (V,E), where V represents the nodes and E represents the

edges. Let D = (dij) be a distance matrix with dij representing the distance between

nodes i and j (we assume dij = dji > 0). The shortest path issue entails determining

the shortest path from a source node i to a destination node j. A path π(i, j) from

i to j can be defined as a sequence (i, i1, i2, . . . , ik, j), such that (i, i1) ∈ E, (ik, j) ∈

E, (il, il+1) ∈ E,∀1 ≤ l ≤ k − 1. The length of a path π(i, j) equals the total of its

edge weights:

length(π(i, j)) = dii1 + d(ikj) + Σk−1
l=1 dilil+1

4.1.5 Exponential-time algorithm

The complexity of an exponential-time algorithm is O(cn), where c is a real number

strictly higher than 1. When compared to polynomial complexity, the table clearly

shows the combinatorial growth of exponential problems where an increase follows the

increase in size in the search time. In practice, millennia cannot be used to resolve a

problem. The difficulty given in the table’s last line needs the age of the cosmos to be

exactly determined by an extensive search. The Big−Ω and Big−Θ notations are also

used to examine algorithms.

4.1.6 Big−Ω notation

If there are positive constants n0 and c such that ∀n > n0, f(n) ≥ c.g(n), an algorithm

has a complexity f(n) = Ω(g(n)). The function g(n) limits the complexity of the

algorithm f(n).

4.1.7 Big−Θ notation

The complexity of an algorithm is f(n) = Θ(g(n)) if there are positive constants

n0, c1, andc2 such that ∀n > n0, c1.g(n) ≤ f(n) ≤ c2.g(n). The function g(n) limits
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Complexity Size = 10 Size = 20 Size = 30 Size = 40 Size = 50

O(n) 0.00001 s 0.00002 s 0.00003 0.00004 s 0.00005 s
O(n2) 0.0001 s 0.0004 s 0.0009 s 0.0016 s 0.0025 s
O(n5) 0.1 s 0.32 s 24.3 s 1.7 mn 5.2 mn
O(2x) 0.001 s 1.0 s 17.9 mn 12.7 days 35.7 years
O(3x) 0.059 s 58.0 mn 6.5 years 3855 centuries 2 ∗ 108 centuries

Table II.1: Complexity examples

the complexity of the algorithm f(n). It is simpler to discover an algorithm’s Big−O

complexity first, then the Big−Ω and Big−Θ complexities later. The Big−Θ notation

specifies the exact bound (lower and upper) on an algorithm’s time complexity.

The asymptotic analysis of algorithms describes the rate at which their time complexity

increases as the size of the task increases (scalability issues). It allows for the theoretical

comparison of several algorithms in terms of worst-case complexity. It does not offer

the real run time of the algorithm for a single issue case. Instead, the execution time

of an algorithm is determined by the input data. Average-case complexities, a more

difficult procedure, can be estimated for a more full evaluation.

4.2 Complexity of Problems

A task’s difficulty equals the complexity of the best algorithm for solving that

problem. A problem is tractable if it can be solved in polynomial time (or easy). If

there is no polynomial-time algorithm to solve a problem, it is intractable (or hard).

The theory of problem complexity is concerned with choice issues. A yes or no response

is always provided for a choice problem [64].

Answering the question ”Is a given number B a prime number?” is a common choice

dilemma. It will return yes if the number B is a prime number; else, it will return no. An

optimization issue may always be transformed from a choice problem. The classification

of problems into complexity classes is an important aspect of computational theory.

A complexity class is a grouping of all issues that can be solved with a specific set of

computer resources. There are two major types of problems: NP and P (Figure II.12

) [64].
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Figure II.12: Complexity Classes Of problems

4.2.1 problems of class P

P denotes the collection of all decision problems that a deterministic computer can solve

in polynomial time. A (deterministic) technique is polynomial for decision problem A

if its worst complexity is limited by a polynomial function p(n), where n is the size of

the input instance I. As a result, the class P defines the family of problems for which

there is a known polynomial-time algorithm. As a result, class P issues are relatively

”easy” to solve [64]. Classical problems in class P include the minimal spanning tree,

shortest path problems, maximum flow network, maximum bipartite matching, and

linear programming continuous models [70].

4.2.2 problems of class NP

The complexity class NP encompasses any decision problems that can be solved in

polynomial time using a nondeterministic technique. A nondeterministic algorithm

has one or more decision points where several possible continuations are possible but

no indication of which one will be picked. It makes use of the following primitives:

choice, which provides a solution (oracle); check, which checks if a solution proposal

(certificate) delivers a positive or negative response in polynomial time; success when

the algorithm replies ”yes” after the check application, and failure when the algorithm

does not respond ”yes.” If the choice primitive gives a solution that produces a ”yes”

answer and the oracle is capable of doing so, the computing complexity is polyno-

mial [64]. Because of the extensive implications for computational complexity theory,

one of the most important unanswered concerns is whether P = NP . We have a

nondeterministic method for each problem in P. After that, P ⊆ NP (Figure II.12).

However, the following supposition P ⊂ NP remains unanswered. A choice problem

A is polynomially reduced to a decision issue B if, for all input instances IA for A, a

27



Chapter II : Preliminaries and Basic Concepts

polynomial-time function to the size L(IA) can always construct an input instance IB

for B, such that IA is a positive instance of A if and only if IB is a positive instance of

B.

Optimization problems with NP-complete decision problems are known as NP-hard

problems. The majority of real-world optimization problems are NP-hard, and there

are no provably efficient approaches. They are best solved in exponential time (unless

P = NP ). Metaheuristics are an important option for dealing with this sort of prob-

lem [64]. Cook in [71] was the first to show that the satisfiability issue is NP-complete

(SAT). The remaining NP-complete problems are as least as challenging as the SAT

problem. Furthermore, several popular academic problems are NP-hard, including:

• Sequencing and scheduling issues like flow-shop scheduling, job-shop scheduling,

or open-shop scheduling.

• Assignment and location difficulties, such as the quadratic assignment problem

(QAP), the generalized assignment problem (GAP), the location facility, and the

p-median problem.

• Data clustering, graph partitioning, and graph coloring are grouping issues.

• Routing and covering issues, including vehicle routing problems (VRP), set cov-

ering problems (SCP), the Steiner tree problem, and the covering tour problem

(CTP).

Some issues have yet to be proven NP-hard. The graph isomorphism problem, which

determines if two graphs are isomorphic, is a prominent example. It is unclear if the

issue is P or NP-complete [70].

4.3 Categories of Metaheuristics

Metaheuristic methods could be divided into two main categories:

4.3.1 Single-Solution Based Metaheuristics

S-metaheuristics (single-solution-based metaheuristics) improve a single solution for

solving optimization challenges. They might be seen as ”walks” across neighborhoods

or search paths inside the problem’s search area [72]. The walks are performed by

iterative algorithms that move from one solution to another in the search space (or
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trajectories). S-metaheuristics have been shown to be successful in tackling a wide

range of optimization problems in a variety of domains. S-metaheuristics regularly

use generation and replacement procedures from an existing single solution. During

the generation phase, a collection of potential solutions is produced from the existing

solutions. Local solution transformations are typically employed to generate this set

C(s). During the replacement phase, a candidate solution set C(s) is selected to replace

the current solution; that is, solution s C(s) is selected as the new solution.

This technique is repeated until a certain stopping condition is fulfilled. Memory-

free creation and replacement stages are thus conceivable. In this case, the two pro-

cesses are purely reliant on the current solution. Alternatively, some search history

preserved in memory can be used to construct the candidate list of solutions and select

the new answer. Popular S-metaheuristics include local search, simulated annealing,

and tabu search. The common search principles for all S-metaheuristics are specifying

the neighborhood structure and identifying the initial solution. The most often used

algorithms in this class are: Tabu Search [73] and Simulated Annealing [74].

4.3.2 Population-based Metaheuristics

Population-based metaheuristics share many ideas (P-metaheuristics). They might be

viewed as gradual enhancements to a population of solutions. The population is initially

created. After that, a new population of solutions is produced. Finally, numerous

selection techniques are employed in order to integrate this new population into the old

one. When a given condition is satisfied, the search procedure is terminated (stopping

criterion). Techniques in this class of metaheuristics include Genetic Algorithm [75],

Particle Swarm Optimization [76], Grey wolf Optimizer [77], Artificial Bee Colony [78],

and Whale Optimization Algorithm [79].

Population-based metaheuristics start with a set of solutions. Then they apply

the production of a new population and the replacement of the current population

repeatedly. During the generation phase, a new population of solutions is produced.

During the replacement phase, a selection from both the current and new populations

is made. This technique is repeated until a certain stopping condition is fulfilled. It

is feasible to generate and change stages without using any memory. In this case, the

two processes are entirely reliant on the current population.
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Otherwise, some search history stored in memory can be used to create new popu-

lations and replace current ones. The vast majority of P-metaheuristics are algorithms

inspired by nature. P metaheuristics can be found in evolutionary algorithms, ant

colony optimization, scatter search, particle swarm optimization, bee colonies, and ar-

tificial immune systems, to name a few. P-metaheuristics differ in how they carry out

generation and selection operations, as well as the search memory they use.

4.4 Types of Metaheuristics

According to [80] metaheuristics algorithms can be divided into Metaphor based

metaheuristics and Non-Metaphor based metaheuristics.

1. Metaphor based metaheuristics which can be classified into:

• Biology-based metaheuristics: Genetic algorithm (GA), Particle Swarm Op-

timization (PSO), Ant Colony Optimization (ACO), Negative Selection Al-

gorithms, Clonal Selection algorithms (CLONALG), optimization version of

Artificial Immune Network (opt-AINET), B-Cell Algorithm.

• Chemistry-based metaheuristics such as Chemical Reaction Optimization

(CRO), Gases Brownian Motion Optimization (GBMO).

• Music-based metaheuristics such as Harmony Search (HS), Method of Mu-

sical Composition (MMC).

• Math-based metaheuristics such as Base Optimization Algorithm (BOA),

Sine Cosine Algorithm (SCA).

• Physics-based metaheuristics such as Simulated Annealing (SA), Gravita-

tional Search Algorithm (GSA).

• Social and sport-based metaheuristics such as Teaching Learning-Based Op-

timization (TLBO), League Championship Algorithm (LCA).

2. Non-Metaphor-based metaheuristics such as TABU SEARCH (TS), Variable

Neighborhood Search (VNS), and Partial Optimization Metaheuristic Under Spe-

cial Intensification Conditions (POPMUSIC).

30



Chapter II : Preliminaries and Basic Concepts

5 Big Data

In the late 1990s, Michael Cox and David Ellsworth [81] saw visualization as a Big

Data challenge and coined the term ”Big Data”. The first description of Big Data [82]

is ”explosion in quantity (and sometimes, quality) of available and potentially relevant

data” from 2000. Volume, velocity, and variety (the 3Vs), the key dimensions of Big

Data, were later extracted from Doug Laney’s 2001 research [83]. Other factors were

addressed in big data because they were important, such as ”value” [84] and ”truth” in

the healthcare application [85]. Furthermore, big data came with the ability to gather

values throughout time, resulting in a multi-dimensional dataset that could be utilized

and reused [86].

5.1 Big Data applications

Here are some examples of Big Data applications [87]:

5.1.1 Smart Grid

Controlling national electronic power consumption in real-time for monitoring the

smart grid based on the connectivity of multiple infrastructures such as smart me-

ters, sensors, control centers, and so on is one of the most difficult challenges of big

data. Big Data analytics is utilized to identify at-risk transformers and detect anoma-

lous activity in associated devices, allowing the grid to choose the best treatment or

reaction. Real-time analysis of generated Big Data is critical for building effective pre-

ventative initiatives and decreasing remedial expenses. In the case of energy, it also

manages the power demand load, plans resources, and so maximizes profitability [88].

5.1.2 E-health

Nowadays, technological advancements in the health sector enable the connection of

health equipment and platforms, giving rise to a new concept known as ”E-health”.

The E-health domain, like the other domains, is made up of many linked devices and

platforms, which create a vast quantity of data. However, the analysis of this generated

big data came with a lot of benefits, such as the possibility of the doctor monitoring

the patients’ symptoms online, adjusting the public health plan based on the analyzed

data, controlling the spread of diseases, and it could be one of the key processes that
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help in optimizing hospital operations and lowering the patient’s medical costs [89].

5.1.3 Internet of Things (IoT)

Because of its dynamic nature, the Internet of Things has become a part of our daily

lives in transportation, education, agriculture, sports, and energy, among other areas.

Because the Internet of Things allows for the connection of a wide range of devices,

which generates different types of data for a specific purpose. The generated data

have to be analyzed. The outcome of this analysis could be extremely beneficial, such

as in the case of tracking the positions of cars using GPS and wireless sensors. The

application’s output facilitates the racking process while optimizing delivery routes

[90].

5.1.4 Political services and government monitoring

Data analysis is crucial in key fields such as political services and government surveil-

lance. For example, the government extracted several hidden issues in society using

data from social network communication, personal interviews, and other media sources.

Another application of big data may be the optimization of important resources, such

as the management of water leaks [87].

5.1.5 Big Data in healthcare

Diagnostics, treatment, and prevention of illnesses and other human body concerns

are all possible using big data in healthcare. To organize and extract suitable char-

acteristics from unstructured healthcare data and internal and external sources, such

as clinical annotation, medical pictures, environmental data, health economics, and so

on, big data relies on numerous analytic methodologies. [91]. Generally, healthcare

data could be:

• Physiological data encompasses behavioral, molecular, clinical, environmental

exposure, medical imaging, illness treatment history, pharmaceutical prescription

history, food, and exercise characteristics [92].

• Databases for administrative purposes Administrative databases (insurance claims

and prescriptions), clinical databases, electronic health record data [93], and lab-

oratory information system data are some of the most prominent sources of Big
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Data in healthcare.

• Biometric data (wearable or sensor-generated), patient-reported data (standard-

ized health surveys), data from social media [94], medical imaging data, and

biomarker data round up the whole range of ’omics’ data. (This information

contains genomic, proteomic, and metabolomic data).

• Genomic data powered by genomics Healthcare data resources include Big Data

such as genotyping, gene expression, and sequencing data [95]. Furthermore,

electronic health records, insurance information, pharmacy prescriptions, and

patient comments and reactions are critical components of healthcare big data

[96].

5.2 Big data analytical techniques and technologies in health-

care

Researchers face a significant challenge in combining and analyzing this unstruc-

tured amount of data due to the variety of healthcare data, such as medical images

(X-ray, MRI images), biomedical signals (EEG, ECG, EMG, etc.), audio transcripts,

handwritten prescriptions, and structured data from EMRs [97].

There are few analytical methodologies capable of dealing with such varied data

and facilitating decision-making. Nevertheless, some analytical methodologies that

may be used in healthcare and medicine are mentioned in the literature. Healthcare

organizations have improved their quality of care by combining descriptive and com-

parative analytics, as detailed by [98] and [99]. However, they claim that predictive

analytics can result in long-term tangible advantages. Predictive analytics, according

to the research, may be used to anticipate high-cost patients, readmissions, triage,

decompensation (when a patient’s health deteriorates), adverse events, and therapy

optimization for diseases involving multiple organ systems [100] [101].

Furthermore, Mohammed et al. [102] emphasized a number of applications of Big

Data Technologies like MapReduce and Hadoop for healthcare analytics, which were

supported by other studies:

• MapReduce can improve the performance of standard pharmacovigilance signal
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identification approaches at about linear speeds.

• Algorithms based on the Hadoop distributed platform can enhance protein struc-

ture alignments more precisely than earlier approaches.

• Methods based on MapReduce can improve the performance of neural signal

processing.

• Image reconstruction techniques aid in the rebuilding process. In [103], the author

used the MapReduce architecture to establish acceptable parameters for lung

texture classification and to accelerate medical image processing.

5.3 Challenges in big data analytics in healthcare

The healthcare industry continues to confront hurdles in evaluating the created big

data, creating significant challenges for academics to overcome these concerns, which

might be summarized as follows:

• With so much data available, there is confusion regarding which data to use and

for what purpose [104].

• The lack of appropriate IT infrastructure [101].

• Healthcare is still a long way from realizing the promise of Big Data analytics

due to a lack of knowledge on the appropriate algorithm and tool for analysis

[105], as well as a shortage of skilled clinical scientists and Big Data managers to

analyze Big Data results [106].

• The absence of human supervision in healthcare data analytics reduces the effi-

cacity of the system and causes a fault in the processing [107].

• The combination of various kinds of data such as structured, semi-structured,

and unstructured data from a variety of resources [92].

• The security of the big data in the healthcare [94].

• Patient privacy and confidentiality[108].
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6 Internet of Things

The Internet of Things (IoT) has given the internet a new edge, from computers

networked by the internet to anything that can receive or transfer digital data that

is interconnected. As a result, IoT might become a large source of data [109]. IoT is

defined as ”things with identities and virtual personalities operating in smart spaces

using intelligent interfaces to connect and communicate within social, environmental,

and user contexts” or ”interconnected objects playing an active role in what could be

called the Future Internet” by the European Commission Information Society [110].

The ’things’ in IoT can range from a smartwatch to a cruise control system outfitted

with sensors (e.g., location, switch on/off other devices (TV), and so on).

[111] Augmented intelligence may significantly improve the decision-making abili-

ties of IoT customers. Because of the broad deployment of IoT technology, enterprises

may now improve work processes and increase productivity by collecting and report-

ing environmental data. Prior research indicates that IoT will be the next significant

destination for investment by a range of enterprises. [112] [110].

As a result of IoT opportunities, the healthcare environment will soon be revolution-

ized. This method will be useful in hospital telemonitoring and, more crucially, at

home [113]. Remote patient monitoring offers huge promise for not only increasing

healthcare quality but also cutting healthcare costs by recognizing and preventing dis-

eases and potentially harmful situations.

Our healthcare services are now more expensive than ever, and the majority of patients

are required to stay in the hospital for the course of their treatment. These issues can

be overcome by utilizing technology that allow for remote monitoring of patients. By

collecting and transmitting real-time health data from patients to caregivers, IoT tech-

nology will not only reduce the cost of healthcare services but will also allow for the

treatment of health problems before they become critical [114].

6.1 IoT technologies

Because of the low cost, compact size, and low energy consumption of IoT devices,

it has attained state of the art in numerous sectors, including healthcare, which will

witness a drastic transformation and widespread adoption of the IoT [115]. However,

the Internet of Things is dependent on a number of technologies, including :
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6.1.1 Radio-Frequency Identification (RFID)

Radio-Frequency Identification (RFID) is a short-range communication technique. RFID

consists of a tag and a reader that communicate to receive and transmit signals. The

majority of the data in RFID tags used in IoT applications is electronic product codes

(EPC). The Electronic Product Code (EPC) is a means of individually identifying

products. We may use these tags to verify that each device in the IoT ecosystem

has a unique identity by [116]. RFID technology, with distinguishing features such

as low-cost, dependable tags and tracking capabilities, is now a viable option for IoT

[117].

6.1.2 Near Field Communication (NFC)

NFC technology is a short-range communication system that allows for simple and

secure authentication between multiple objects. Devices can use this technology in

three modes: reader or writer, peer-to-peer, and card emulation. The system acts as a

contactless reader or writer in reader and writer mode to collect information or trigger

an action. In peer-to-peer mode, the system operates as a two-way communication

channel. Finally, in card emulation mode, NFC enables devices to operate in a manner

similar to smart cards [118].

6.1.3 Low-Rate Wireless personal area network (LR-WPAN)

Low-Rate Wireless Personal Area Network (LR-WPAN) is a kind of WPAN that pro-

vides low-cost communication networks, consumes less power, and employs a reliable

data transfer protocol [119] [120]. In general, full-function (FFD) and reduced-function

(RFD) devices can be used in an LR-WPAN network (RFD). The FFD type may func-

tion in three modes: PAN coordinator, coordinator, or device. Furthermore, RFD may

be used in applications that do not require large amounts of data to be sent [121].

6.1.4 Bluetooth

Bluetooth is a short-distance wireless communication network. This technology con-

nects two or more devices and includes authentication and encryption-based security

features. The 2.4 GHz band uses 79 radio frequency channels with 1 MHz bandwidth.

This technology, according to the Bluetooth device class, can enable communication

up to 100 m at a speed of up to 3 Mbps. Because of IoT applications are typically used
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in telemonitoring nowadays, all devices in this situation rely on low-power techniques

like Bluetooth [122] [123].

6.1.5 ZigBee

Zigbee is a wireless technology that was developed to provide a foundation for IoT

by allowing objects to interact with one another. The architecture of this protocol

comprises of end-nodes, routers, a coordinator, and a processing center. The pro-

cessing center is in charge of data collection and analysis [124]. ZigBee is commonly

suggested in IoT implementation because to its major benefits such as security and

network resilience, interoperability, and low power consumption. This technology is

based on a mesh network, which allows the system to continue running even if one

of the things fails, while the other objects continue to communicate with one another

without interruption [125].

6.1.6 Wireless Fidelity (Wi-Fi)

The Internet of Things is built on wireless technology. Wi-Fi is utilized in a variety of

applications, including home automation, wearable sensor devices, mobile devices, and

smart grids, to name a few. Based on Wi-Fi, a Wireless Local Area Network (WLAN)

device is deemed to be in the Wi-Fi category if it fulfills IEEE 802.11 specifications

[126].

6.1.7 Worldwide interoperability for Microwave Access (WiMAX)

Worldwide interoperability for microwave access [127] is one of the 802.16 series stan-

dards for wireless metropolitan area networks (WMAN). The capacity to operate in

both licensed and unlicensed frequency bands, with a frequency band spectrum extend-

ing from 2 to 11 GHz, was one of the major attributes of the first WiMAX standard

IEEE 802.16a. IEEE 802.16a does not require a direct line of sight between the source

and destination transceiver antennas since the devices operate in low-frequency bands

[128]. The IEEE 802.16b standard was developed by the WiMAX forum to offer clients

with high-quality real-time voice and data services. It works in the frequency range of

5–6 GHz. Furthermore, WiMAX IEEE 802.16c has an operating frequency band range

of 10–66 GHz and facilitates interoperability across diverse vendor devices and gadgets

[129].
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6.1.8 Mobile communications

Significant progress has been made in mobile communication networks. The initial

version used analog technology to transmit real-time voice across a network. Text mes-

saging is possible on second-generation (2G) networks due to their digital design. Fur-

thermore, the requirement for online information exchange highlighted the importance

of creating third-generation (3G) technologies [130]. 3G technology has the ability to

create a worldwide infrastructure capable of supporting a variety of services. However,

this infrastructure needs to be improved in order to accommodate future technologi-

cal revolutions. This need may be satisfied if data access equipment, transportation

infrastructure, and user applications were kept separate [131]. The fourth-generation

(4G) idea has been proposed to solve some of the constraints of 3G while also improv-

ing service quality and bandwidth and lowering resource costs. This mobile wireless

network offers the same level of service as fixed internet. Furthermore, 5th generation

(5G) internet networks may offer optimal wireless connectivity with no constraints. 5G

networks outperform 4G networks in terms of system capacity and energy efficiency.

Furthermore, the sixth generation (6G) network was intended to integrate satellites in

order to give higher coverage across a bigger area [127].

6.1.9 Wireless sensor networks (WSN)

Wireless sensor networks are made up of several sensors that are used to monitor the

conditions of the physical environment. To acquire information from the environment,

this design includes three key components (nodes, routers, and a gateway). WSN sys-

tems are either wearable or implanted. These sensors are commonly used in healthcare

to monitor patient conditions in-home healthcare and home automation, to name a

few applications [132]. Furthermore, because of benefits like as vast coverage, low in-

stallation costs, and real-time data collecting, WSNs have been employed in a variety

of sectors, including disaster management, military operations, tracking the movement

of animals, and healthcare monitoring systems.

Human physiological data monitoring, medicine and device monitoring in hospi-

tals, and emergency scenario management are all examples of WSN capabilities for

healthcare monitoring [133]. Sensing technology are essential for extracting physiologi-

cal parameters from patients [134]. In healthcare facilities, sensors are typically used to
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assess point-of-care parameters such as medical screening and diagnostic applications.

Biomedical signal collection enables novel sensors with wireless connectivity, opening

up new paths for continuous patient condition monitoring. Sensors that detect food al-

lergies, monitor pregnancy, and monitor cholesterol levels, as well as Deoxyribonucleic

Acid (DNA)-based electrochemical analysis, are gaining popularity. Furthermore, the

outputs of such sensors may be used to make suitable judgments about the circum-

stances of patients [134]. In healthcare monitoring, inertial sensors (such as accelerome-

ters, gyroscopes, and pressure sensors), biosensors (such as electrocardiography (ECG)

monitoring, temperature, and heart rate sensors), and wearable sensors (such as fitness

bands and mobile phones) are often used.

6.2 IoT protocols

Various protocols are used for IoT such as:

6.2.1 Constrained application protocol (CoAP)

Sensor networks are significant in IoT design since they connect to the web or the

cloud [135]. Due to its complexity, the Hypertext Transfer Protocol (HTTP) cannot

be used in IoT since most IoT devices have limited storage and computing capabil-

ity. The Internet Engineer Task Force (IETF) proposed the COAP standard, which

contains numerous notable features that may change HTTP attributes to meet IoT re-

quirements. The key features of this protocol include group communication, resource

observation, direct interaction with HTTP, and security requirement evaluation [136]

[137].

6.2.2 Message queue telemetry transport (MQTT)

The message queue Telemetry transport is a message transport protocol whose primary

goal is to collect and transmit sensed data from the environment to servers [138].

MQTT supports unstable networks with limited capacity and may instantly connect

”things” to the internet. This protocol is compatible and may be used to connect many

platforms to the internet. Because of its minimal overhead and power consumption,

MQTT is an attractive alternative for IoT implementation [139].
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6.2.3 Extensible messaging and presence protocol (XMPP)

Extensible messaging and presence protocol is based on XML protocols; this protocol is

well-known for important features such as open-source and public security procedures,

as well as being completely free. Furthermore, this communications protocol allows

users to connect regardless of the operating system. The client, server, and gateway

are the three essential components of XMPP. The client establishes a connection with

the server using the transmission control protocol/internet protocol (TCP/IP) protocol

and sends context via the XML protocol. The server is in charge of message routing.

The gateway is in charge of ensuring that connections between various systems remain

reliable. XMPP may be used effectively in IoT architecture by allowing devices to

interact with one another [140].

6.2.4 Low-power wireless personal area networks (LoWPAN)

When compared to other protocols, LoWPAN provides benefits such as lower packet

sizes, low power consumption, and bandwidth, making it one of the best options for

IoT applications. In addition, the 6LoWPAN protocol was developed by combining

the latest version of the internet protocol (IPv6) with LoWPAN. This protocol is

well-organized in order to compress IPv6 network headers into IEEE802.15.4 small

packets in order to reduce error rates and facilitate data transport. 6LoWPAN is well-

suited for IoT implementation because to major benefits such as cheap cost and power

consumption [141].

6.2.5 Z-Wave

Z-Wave is a technology that utilizes the least amount of power to communicate in

a wireless network and has been widely utilized in remote monitoring in a variety of

industries. Z-wave technology is largely utilized for short-range wireless communication

and reliable data transmission. It is recommended for low-bandwidth networks [141].

Furthermore, in IoT healthcare applications such as wearable device monitoring, this

technology has the potential to change machine-to-machine communication [139].
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7 Cloud Computing

Cloud computing’s most prominent traits include rapid elasticity, measured ser-

vice, on-demand self-service, and ubiquitous networks access and resource sharing [142].

7.1 Types of Cloud computing

Cloud computing is classified into several categories, including public cloud, private

cloud, hybrid cloud, and community cloud [142][143].

• Public cloud is a public infrastructure offered by an organization to provide

public resources and business that the public user will use for specific activities.

• Private cloud supply private infrastructure offered by an organization gener-

ally used for critical and sensitive data such as medical data and other internal

business of an organization. It provides security, flexibility, and service quality

to the user.

• Hybrid cloud in the hybrid cloud, a combination between private cloud and

public cloud is used to manage both private personal data and normal data.

• Community cloud cooperates with various organizations to create a common

service such as security or other shared services.

7.2 Services of Cloud computing

There are already four major service models that have aided in cloud adoption [144]:

• Software as a Service (SaaS) The cloud provides several programs and APIs

to be used via the internet without the need to install them on his local device.

This service solves the problem of storage and devices’ capacity to run such

programs. Generally, the user has to pay to use these services.

• Platform as a Service (Paas) the cloud supplies the full staff and require-

ment for the programmers and developers to produce and generate software and

programs which ensure the control of his Information Technology (IT) resources.

The PaaS guarantee the confidentiality and security of the information for the

user.
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• Infrastructure as a Service (IaaS) It offers a range of resources, including an

unlimited storage capacity, network, and computing to run arbitrary applications

and operating systems. Also, it guarantees the data’s security and reliability,

making it essential for the PaaS and SaaS use.

• Container as a Service (Caas) the container is new emergent of cloud services

that aims to fill the gaps between the development of the programs and the

Platform as A Service issue by making it independent of it.

7.3 Cloud computing challenges

According to [142] various tasks in cloud networking were introduced:

7.3.1 Scalable Storage

The ideal cloud resource is one with no running costs, infinite on-demand capacity, and

processing powers. In this situation, researchers may create a storage infrastructure to

meet these demands while also including the cloud benefits of dynamically scaling up

and down as needed.

7.3.2 Load Balancing

A cloud computing platform must constantly control server demand to prevent hotspots

and improve resource efficiency. The issue for academics is thus how to manage money

effectively and consistently to meet the demands of subscribers. Virtualization technol-

ogy provides an efficient way to manage complicated cloud-based services. The virtual

machines acknowledge all requests, and the cloudlet scheduler is assigned to the rel-

evant physical servers. VMs must be migrated to provide proper load handling and

resource utilization.

7.3.3 Security

One of the major issues is that, despite its benefits, customers are sometimes unwilling

to invest in the cloud. They cannot safeguard customer information against unwanted

access since it is held outside the facilities and its origin is unknown. The cloud

provider is responsible for ensuring record preservation and security. This necessitates

the deployment of advanced computer management security methods as well as strictly

controlled user access permission.
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7.3.4 Scalability and Elasticity

The cloud computing paradigm makes a range of computational resources available to

the user on demand. Meanwhile, the user must only pay for the resources consumed.

One of the most significant advantages of cloud computing is the ability to add more

computational resources and services, which has a direct impact on the QoS of the

uploaded program. This method, however, requires cloud scalability, which is one

of the cloud computing difficulties. Scalability in the cloud may include hardware,

middleware, and application layers. Numerous hardware requirements must be satisfied

for IaaS, including a powerful CPU, GPUs, and the use of non-traditional architectures

[145]. Furthermore, the heterogeneous between these components must be guaranteed

via VMs and containers to maintain system isolation and performance. However, in the

middleware, the most concerning form are PaaS, which focuses on functional concerns.

Meanwhile, the scalability constraints of sequential deterministic algorithms must be

addressed at the application level through the use of diverse metaheuristic algorithms.

Also, when it comes to manipulating computational resources across clouds or

between clouds and IoT sensors, the flexibility of services is a challenging problem in

cloud computing [146] and many applications of VMs and containers [147].

7.3.5 Resource Management and Scheduling

One of the most important responsibilities in cloud computing is resource management

and scheduling, which has an influence on their varied services (IaaS, PaaS, SaaS).

Furthermore, it manages the resources of several distributed applications, such as vir-

tual machines, containers, web services, and microservices. Traditional management

approaches, on the other hand, continue to suffer from inaccurate resource estima-

tion. Furthermore, it is unclear if implementing Artificial Intelligence (AI) technologies

on workload prediction approaches and demand projections will address these issues.

Furthermore, resource management strategies for optimizing specific metrics and re-

sources usually lack a systematic approach to coexisting various control loops in the

same environment, guaranteeing equitable resource access among users, and optimizing

holistically across layers of the Cloud stack [148].
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7.3.6 Reliability

Given the distributed nature of cloud computing, several systems are interconnected

and interdependent, which consist of special care for their scale and complexity. How-

ever, several problems might occur in cloud computing, such as hardware failures,

missing resources, network problems, latency, and software failure. These kinds of

failures threaten the reliability of the system [149].

7.3.7 Sustainability

Because of its massive power consumption, sustainability is one of the most difficulties

linked to information computer technology. Meanwhile, networks and the cloud might

save energy in a variety of ways, such as in smart cities, or it could be used to combine

renewable and non-renewable energy. However, energy consumption is often tied to

QoS offered, which implies that lowering energy consumption has a direct impact on

the QoS required. In important cases, such as healthcare applications, a decrease in

QoS endangers the patient’s life [150].

7.3.8 Heterogeneity

Due to the increased demand for cloud computing, the service providers increased their

hosting of the services to meet the client’s needs while conserving the performance and

the efficiency. For this reason, a new challenge is created: heterogeneity at different

levels of the cloud, such as VMs, Vendors, and hardware architecture [150]. The

heterogeneity in the cloud could be embodied in managing resources and workload

in heterogeneous environments. Also, it can be related to developing an application

that uses specific programming, which is different from the one used for hardware

accelerators [151].

7.3.9 Interconnected Clouds

Since cloud computing is adopted in various domains, the interoperation of cloud types

and other systems is a challenging topic. Where the interoperation aims to allow the

exchange of data without any problem concerned with authentication and authorization

[152].
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7.3.10 Security and Privacy

In general, Security and privacy of data are the most challenging topics in ICT systems,

and the cloud computing is one of these technologies; it has to provide the aspect of

Security and privacy in managing the user’s data and in their provided services such as

confidentiality, integrity, and availability. Several issues must be addressed to ensure

secrecy, including the encryption used to encrypt the data. However, it limits the

provider’s support for query evaluation. Furthermore, the usage of secrecy in crucial

domains such as healthcare, fraud traffic, and national security, which have access to

several resources with cross-domain information, makes the work difficult.

Moreover, the integrity of data and the authority of the user are still outstanding

concerns in cloud computing. Furthermore, one of the cloud providers’ jobs that must

be addressed is the provision of the security services that the customer need in order

to preserve his privacy [153].

7.3.11 Economics of Cloud Computing

As one of the IT systems, cloud computing includes an economic side that is connected

to how the price of the cloud service offered to the customer is created, and which aspect

is dependent on it. Also, it might be related to the search for the required service with

specific financial criteria that often depend on the broker strategies. Moreover, service

level agreements (SLAs) have to be considered to check user’s satisfaction with their

delivered services and manage the payment process between the cloud provider and

the user [154].

7.3.12 Application Development and Delivery

Another challenge in cloud computing consists of controlling the infrastructure re-

sources provided by SaaS, which are programmable. Also, the delivery of the modifica-

tion applied on the supported platform has its impact on the complexity, optimization,

and parallelization of the full service provided[155].

7.3.13 Data Management

Since cloud computing is based on the distribution aspect, which allows the data ex-

change from various devices, this propriety makes the cloud challenging to guarantee
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a lot of services such as the availability of affordable, reliable, and elastic storage. As

a consequence, a new challenge has been created, which is how to manage all this big

data [156].

7.3.14 Networking

The fundamental feature of cloud computing is networking, which connects cloud ser-

vices and user requests. To ensure this link, several layers of communication need be

carried out within and between data centers. However, network performance criteria

such as latency and bandwidth guarantee continue to limit this relationship and create

open, challenging tasks that need to be solved [157]. Also, the reduction of energy

consumption of the networking staff in the data center is still an open task that needs

to be treated.

7.3.15 Usability

The Cloud’s usability is critical to lowering the costs of adopting Cloud services and

infrastructure. Furthermore, cloud usability seeks to please the user by providing the

essential cloud service, providing the user with easy and pleasant service functioning,

and ensuring the privacy and security of the services’ user [158]. These properties are

considered challenging tasks of cloud computing that need to be solved.

8 Neonatal seizure

Seizure is one of the prevalent diseases related to mental healthcare, which is a

synchronized electrical discharge (depolarization) of a group of neurons in the central

nervous system that is aberrant. When sodium ions enter neuronal cells, they depolar-

ize, whereas potassium ions escape the cell, resulting in the typical negative electrical

potential across the cell membrane. A sodium-potassium pump powered by adenosine

triphosphate (ATP) maintains this electrical potential (see Figure II.13). Excessive

depolarization is often regarded as the ultimate common process via which seizures

occur [159]. However, children are the most impacted by seizures, particularly during

the newborn period. Neonatal seizures or neonatal convulsions are one of the most

frequent neurological events in newborns. This neurological event occurs in up to 1.4%
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of term infants and 20% of premature infants caused by postnatal disorders of the Cen-

tral Nervous System (CNS), lack of myelination and incomplete formation of dendrites

and synapses in the brain, meningitis, ischemic stroke, encephalitis, intracranial hem-

orrhage, and tumor [160][161]. The neonatal seizures take 10 seconds to 1–2 minutes,

with a median of 8 minutes in between each seizure. Their recognition is necessary

because they affect 1 to 3 in 1000 infants in their lifetime with several consequences

such as death, neurological impairment, developmental delay, post-neonatal epilepsy,

and other neuromorbidity [161][162].

Figure II.13: Depolarization process

8.1 Seizure semiology by lobe

Close examination of a seizure’s semiology can be immensely helpful in locating the

ictal genesis to a hemisphere or a brain area. Seizures have a wide range of semiology

because the outward indications of a seizure vary depending on the cortical region af-

fected. We can connect clinical characteristics with epileptic discharges on the EEG

using video EEG recording. Because EEG only detects aberrant activity on the corti-

cal surface, surface EEG can only provide limited localization. Imaging tools including

ictal single-photon emission computed tomography (SPECT) scans and MEG (magne-

toencephalogram) can help with seizure onset assessment, but reliable localization is

still hindered by poor access to deeper tissues. [163].

• Frontal a substantial motor component is commonly present in focal seizures
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that begin in the frontal lobe. Frontal seizures have an unusual appearance

and might be mostly or entirely nocturnal. They are sometimes confused with

parasomnias. Frontal seizures, unlike parasomnias, typically occur throughout

the night rather than during specific periods of the sleep cycle. They are usually

short (2 minutes), stereotyped, and occur in groups.

• Temporal auras and/or automatisms are commonly linked with temporal lobe

seizures, which are generally accompanied by diminished consciousness. An aura,

a subjectively sensed sensory or mental experience caused by ictal activity, pre-

cedes certain seizures. When an aura occurs in isolation, it is classified as a

focused sensory seizure. Most auras are temporal lobe-specific, however they are

not always lateralizing. Auras can be sensory or experiential in nature. Sensory

auras can include any of the five officially recognized senses, as well as less tradi-

tional ones like an abdominal/epigastric or cephalic aura. Auras of experience are

sometimes known as psychic auras. They entail the encounter with complicated

sentiments such as terror, ”seen before”, ”never seen”, out of body sensations, or

a religious mood.

• Parietal seizures in the parietal lobe are uncommon, although they frequently

include a significant sensory component due to ictal start in the main sensory

cortex. Focal paresthesias (usually numbness or tingling) of one body area point

to the contralateral primary sensory cortex as the source of the seizure.

• Occipital Occipital seizures are distinguished by simple visual hallucinations.

Simple visual auras, such as geometric forms (especially spheres), lights, or loss

of vision, are restricted to the primary visual cortex.

• Insula the insula is a fold of cortex that lies under the central sulcus and separates

the temporal, frontal, and parietal lobes. Due to fast transmission to frontal or

temporal areas, insular semiology has historically been difficult to distinguish

from other lobes. Insular seizures follow a predictable pattern, beginning with an

unpleasant laryngeal or pharyngeal aura, generally tightness or dyspnea. They

subsequently progress to paresthesia, which is frequently described as a periorally

or widespread electrical feeling or warmth. The majority of these seizures are

accompanied with typical focal motor semiology.
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Figure II.14: Seizure semiology by lobe

8.2 Newborn treatment

According to the WHO, investigations into the cause of seizures in neonates should

begin as soon as possible. They discovered no randomized controlled trials or well-

conducted observational studies that compared the effects of AED medication (pheno-

barbital and phenytoin) with no therapy in neonates with NS. Though no significant

therapeutic advantage has been demonstrated, the potential benefit of AED treatment

outweighs the possible risk, with no evidence of clinically significant side effects of ad-

equate and short-term AED dosing. However, the WHO advised the use of AED in

the following situations:

• If the seizures present clinically in the newborn and last more than 3 minutes or

are brief serial seizures.

• Even in the absence of clinically evident seizures, all electrical seizures should

be treated in specialized care facilities where electroencephalography is available

[161].

8.3 The clinical efficacy of the treatment in the newborn

The prevalence of hypoglycemia in newborns with seizures is between 3 and 7.5

percent. Hypoglycemia can be harmful and is linked to complications such as epilepsy.

There is no risk/benefit analysis of empirical hypoglycemic therapy available. The
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potential side effect of therapy is increasing hypoglycemia in certain infants with HIE.

Because blood glucose levels may be quickly checked and at a reasonable cost, this

should be done before therapy [161]. The frequency of hypocalcemia in newborns with

seizures ranges from 2.3 to 9%. Blood calcium measurement is achievable in hospital

settings without time delay. However, it is less readily available than blood sugar mea-

surement. Calcium may cause considerable damage when administered intravenously,

such as asystole or skin necrosis [161].

The oral treatment of neonate sepsis or pyogenic meningitis was not considered

standard therapy in the clinical research of Bacterial infection in newborns with convul-

sions. The empirical treatment, on the other hand, would involve intravenous therapy

[161].

The clinical investigation of Congenital herpes simplex virus infection, an uncom-

mon cause of NS, did not include oral medication as routine therapy. The empirical

treatment, on the other hand, would involve intravenous therapy [161]. Pyridoxine-

dependent epilepsy is a rare condition that can be diagnosed clinically by a good

response to pyridoxine therapy. Meanwhile, failing to diagnose this illness may have

negative consequences for afflicted neonates, but failure to diagnose other underlying

causes may also cause harm [161].

8.4 WHO recommendation for newborn treatment

The WHO considered some recommendation for the treatment of the newborn based

on the cause of neonatal seizures [161].

• Before considering AED treatment in all newborns with seizures, hypoglycemia

should be screened out and addressed if present.

• If glucose measurement facilities are not accessible, consider using glucose as

empirical therapy.

• If there are clinical symptoms of concomitant sepsis or meningitis, a lumbar

puncture should be performed to rule out central nervous system infection, which

should be treated with appropriate antibiotics if present.

• If lumbar puncture facilities are unavailable, consider empirical antibiotic therapy
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for neonates with clinical indications of sepsis or meningitis.

• Serum calcium should be tested in all infants with seizures and treated if hypocal-

cemia is detected.

• In the absence of hypoglycemia, meningitis, hypocalcemia, or another clear un-

derlying cause, such as hypoxic-ischaemic encephalopathy, cerebral hemorrhage,

or infraction, pyridoxine medication may be investigated before AED treatment

in a specialist center where this treatment is accessible.

9 Covid-19

Covid-19 is a Coronaviridae family illness caused by severe acute respiratory syn-

drome (SARS-CoV-2). The illness first appeared in China in December 2019 (Wuhan).

Because of its rapid growth, it has become a major public health issue throughout the

world [164]. Covid-19 is a respiratory illness that can be deadly in elderly or chronically

ill people. It spreads by intimate contact with sick individuals. Asymptomatic patients

may potentially spread the illness, but scientific evidence to establish this is inadequate

[165]. Meanwhile, the most prevalent COVID-19 symptoms are fever, dry cough, and

fatigue. Other less frequent symptoms that some people may have include: loss of

taste or smell, nasal congestion, conjunctivitis (also known as red eyes), Throat ache,

Headache, Muscle or joint discomfort, Skin rash of various sorts, Nausea or vomiting,

Diarrhea, Dizziness or chills [166].

9.1 Covid-19 Variants

Due to the lack of a viral vaccination against COVID-19, the virus has evolved and

shown new versions divided into [167] :

• Variants of Concern (VOCs) such as Alpha (B.1.1.7 lineage), Gamma (P.1

lineage), Delta (B.1.617.2), Beta (B.1.351).

• Variants of Interest (VOIs) such as Epsilon (B.1.427 and B.1.429), Zeta

(P.2), Eta (B.1.525), Theta (P.3), Iota (B.1.526), Kappa (B.1.617.1) and Lambda

(C.37).
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9.2 Types of Covid-19 Vaccine

According to WHO, four main types of vaccines are approved [167]:

• Whole Virus whole virus vaccines use a weakened (attenuated) or inactivated

form of the pathogen to establish protective immunity against it. There are two

types of whole viral vaccines. In live attenuated vaccines, a weakened version

of the virus is utilized, which can still grow and reproduce but does not cause

illness. Viruses with inactivated vaccines have had their genetic code destroyed

by heat, chemicals, or radiation, preventing them from infecting and multiplying

cells but still evoking an immune response.

• Protein Subunit acellular or subunit vaccinations are isolated pieces of a bac-

terial pathogen that activate immune cells. In general, these specialized pieces,

known as protein, induce a potent and efficient immune response, lowering the

possibility of side effects. Subunit vaccines, on the other hand, may decrease

immune responses because the antigens used to produce an immune response

may lack pathogen-linked molecular patterns shared by a class of diseases. These

structures can be read by immune cells and recognized as danger signals.

• Nucleic Acid by using genetic material (DNA or RNA) from the virus or bac-

terium, nucleic acid vaccines stimulate an immune response against a disease-

causing virus or bacteria. This genetic material is made up of specific nucleotides

linked together in a long chain that is injected into host cells to make antigens

(protein) using protein-making machinery and provoke an immune response.

• Viral Vector in contrast to other types of immunizations In viral vector-based

vaccines, the spike proteins on the virus’s surface are employed as genetic instruc-

tions to make antigens by transferring these genetic codes into the cell. Once the

cells have received these instructions, they will use the body’s cellular machinery

to produce large amounts of antigens, resulting in an immunological response.

According to the World Health Organization, the pandemic threatens human life,

with 511,965,711 confirmed cases and 6,240,619 fatalities. Despite the vaccinations

developed by scientists [167], the virus is still capable of mutating and producing new

forms, further complicating the problem [168].
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10 Conclusion

This chapter introduced the main concepts used in this thesis, such as Machine

Learning, Deep Learning, Metaheuristic, IoT, Big Data, and Cloud Computing. Also,

we gave an overview of medical domains that we will within our thesis, such as neonatal

seizures and covid-19.

Healthcare 4.0 is a vast domain combining medicine and cutting-edge technologies.

The AI and its different technics must power this combination. For this reason, in the

following chapter, we aim to give an overview of the state of the art works that combine

AI and healthcare in general and for neonatal seizures and covid-19 especially.
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AI in Healthcare: State of the art

1 Introduction

Deep learning has achieved considerable success in various ICT-enabled sectors

over the last few decades, including industry, healthcare, agriculture, smart city, en-

ergy, IoT infrastructure, smart home, education, sport, ITS, government, and retail

Figure III.1. Deep learning is commonly used to treat massive data supplied by IoT

devices. In particular, the healthcare industry has substantially boosted its use of IA

techniques like IoT, DL, Cloud computing, Fog computing, etc. The notion of con-

necting physical items to the internet and sharing data amongst different devices in

the healthcare domain gave birth to a new concept known as the Medical Internet of

Things (MIoT). From the patient to the doctor, the MIoT delivers excellent services

to medical personnel [168].
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Figure III.1: IoT Application

As IoT devices spread, a massive quantity of data is created that must be cleaned

and analyzed. The DL will be an accurate instrument for this work, and it will be able

to use this vast data in prediction, diagnosis, clinical decision-making, and so on [169]

(See Tables III.1 and III.2 ).

2 Medical diagnosis and differentiate applications

In the literature, IoT technology invades the medical field and achieves state of

the art. For example, Tuli et al. [170] applied deep learning and IoT to diagnose heart

disease patients. In addition, the authors included fog computing, named HealthFog,

in their system to collect data from different IoT devices and manage it, saving energy

and reducing latency issues. Filho et al. [171] developed an IoT and CNN system using

the CT images of the brain to classify the brain state healthy or stroke (ischemic or

bleeding). Another work done by 179 based on LSTM and heart rate signals for Atrial
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Fibrillation (AF) episodes detection. Moreover, deep reinforcement learning models

are combined with the IoT, such as in [172]. The authors investigated reinforcement

learning for diagnosing lung cancer and classifying it as benign or malignant. Zhen et

al.[173] proposed a Skin cancer detection system based on CNN and IoT. The authors

applied CNN on ImageNet to identify common nevi, atypical nevi, and melanomas.

Also, Convent with IoT framework used to decode EEG datasets and extract mean-

ingful information such as in [174].

2.1 Home-based and personal healthcare applications

The application of deep learning and IoT in the medical area does not limit to

medical diagnosis only; it also could touch the living of the patient by providing in-

telligent spaces in the home for chronic patients, such as in the work of Fonseca et al.

[175]. Moreover, an IoT system with the help of deep learning could be used for teeth

disorders detection and classification, such as in [176]. Furthermore, Sagar et al. [177]

used Body Sensor Network (BSN) to develop a physiological monitoring system. The

authors aimed to predict and diagnose the state of the body using physiological signals

and a Deep Neural Network (DNN). This framework could be used for chronic fever,

heart attacks, and care for the elderly. Also, Jeyaraj et al. [178] proposed a monitoring

signal system to detect the abnormality of the patients’ psychology. The authors used

ECG, EEG, temperature, and pulse rate as input metrics for DCNN. The work aims

is to predict the psychological signal of the patient.

Also, Kinnison et al. [179] investigate the use of IoT and DL in detecting the muscle

injury of a sports player. IoT-based cloud systems are investigated in the work of Azimi

et al. [180] using CNN and MLP techniques to perform real-time heart-related disease

detection using ECG signals.

2.2 Disease prediction applications

Epileptic seizures have been investigated in the work of [181] [182] using Brain-

Computer Interface (BCI). The authors used electronic devices to extract the EEG

signal and then apply it to the processing modules and machine learning technics to

predict the brain state. ST-Med-Box is a smart device for recognizing medication based

on deep learning technologies that may help patients with chronic conditions take mul-
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tiple medications accurately and ensure they take the prescription [183].

Deep learning and IoT techniques were proposed in the work of [11] smart Alzheimer

assistance system. The authors used a recurrent neural network for Alzheimer’s predic-

tion and a convolutional neural network for tracking the abnormalities in the patient’s

emotions.

2.3 Related work for Neonatal seizures detection

In the literature, there is a big body of work for neonatal seizures detection using

EEG records and deep learning methods such as EEG and amplitude-integrated EEG

(aEEG) because of their importance in diagnosing and monitoring neonatal epilepsies.

For instance, Yang et al. [185] proposed ocular artifacts removal in an EEG system

based on deep learning. The authors used deep learning in the offline and online

steps for better training. The results of their study indicated the performance of their

method compared to independent component analysis (ICA), kurtosis-ICA (K-ICA),

and Second-order blind identification (SOBI). However, the small size of the dataset

still limits their work.

Tsiouris et al. [186] proposed a deep learning system based on EEG signals to predict

epileptic seizures. The proposed system combined CNN and LSTM to train the data

collected from CHB-MIT Scalp EEG database. The evaluation of the system showed

good results in predicting epileptic seizures with low False Prediction Rates (FPR).

Even so, using a small dataset is still the most limitation of the system. Tjepkema-

Cloostermans et al. [187] proposed focal epileptiform discharges in scalp EEG record-

ings detection system. The system used deep learning models such as CNN and LSTM

with variant dimensions (1D, 2D). The obtained results indicate that 2D CNNs and 2D

CNN-LSTMs perform better than the other models in terms of sensitivity and speci-

ficity.

Ansari et al. [188] proposed hybridized CNNs and random forests to detect Neonatal

Seizures. The authors aimed to use the heuristic method to optimize feature selection

from EEG records. The evaluation of the system showed the proposed model’s perfor-

mance in terms of a false alarm rate of 0.9 per hour and time-consuming. However,

they used a small dataset and did not compare their results with other works.

Frassineti et al. [189] Proposed system for detecting neonatal seizures based on deep
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learning and Stationary Wavelet Transform (SWT). The authors used two deep learn-

ing models, CNN and FCN, on the EEG records collected from Helsinki University

Hospital. The evaluation of the system showed 81% of AUC, 77% of GDR, and 1.6 of

FD per hour.

Pavel et al. [190] present an automatic Algorithm for Neonatal Seizure Recognition

(ANSeR). The authors’ used a dataset of 13827 h of continuous conventional electroen-

cephalography (cEEG) extracted from the Neonatal Intensive Care Unit (NICU). The

evaluation of their experience indicated remarkable results in terms of seizure recogni-

tion.

O’Shea et al. [191] developed a system based on a full convolution network to detect a

neonatal seizure. The authors used a dataset of 834h of cEEG recording to test their

model and compared it with a Support Vector Machine (SVM). The obtained results

showed good performance of the proposed model in terms of AUC (98.5%). Neverthe-

less, they just compare their model with SVM, a machine learning method. Also, they

depend only on AUC metrics as classification metrics.

In general, most of the limitations of the presented works were the use of small and

different datasets; besides, some of them are public, and the others are private. Also,

they depend only on a few classification metrics, and each uses specific metrics, mak-

ing it difficult to compare with their works. Furthermore, they depend on the manual

organization of their models, which means that they use the manual selection of the

model’s parameters, which causes time consumption and over-fitting or under-fitting

of the model in case of non-homogeneity of the parameter’s selection. Also, the manual

selection of the model’s parameters increases the complexity of the model.

2.4 Related work for Covid-19 detection

Researchers utilized CNN for Covid-19 identification due to the tremendous suc-

cess of CNN as a deep learning approach in image processing such as classification,

prediction, and other metrics in other domains. Many studies have been conducted

in Covid-19 identification employing chest X-ray datasets of normal and Covid-19 pa-

tients with various CNN implementations, such as [192]. The authors presented the

ResNet-101 convolutional neural network architecture for predicting COVID-19 using

a dataset of 1547 X-ray images for training. Their proposed model has an accuracy
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of 71.9 percent. In addition, [193] provided a comparative evaluation of the ResNeXt,

Inception V3, and Xception models for classifying COVID-19 infected individuals. As

a dataset for Chest X-ray pictures, they used the Kaggle repository. The results reveal

that the Xception model outperforms other utilized models like ResNeXt and Inception

V3, with an accuracy of 97.97 percent.

The work of [194] Used a combination of three public datasets (1102 chest X-ray im-

ages in total) as the main data source for the conventional transfer learning method

and a pre-trained deep learning model and traditional machine learning classification

to identify COVID-19 in chest X-rays. The approach’s experimental analysis yields

96.75 percent accuracy. Furthermore, CNN models using capsules were presented by

[195]. They intended to optimize the model by employing a small number of trainable

parameters. Their study’s findings show an accuracy of 95.7 percent. Other works are

presented in Table III.3.

3 Conclusion

As a conclusion to this chapter, we ensure that the application of AI and Deep Learning

touches the majority of domains and has become an elementary component of the de-

velopment. Unlike other domains, healthcare has wide adoption of the new technologies

powered by AI, Cloud computing, and IoT. However, combining these technologies for

specific tasks, such as healthcare, is a big challenge that needs to be well studied and

hard working. The application of deep learning in healthcare is believed to be a good

technic for extracting insights from big medical data and aids in diagnosing various

diseases. Meanwhile, the healthcare sector is very sensitive and requires an accurate

and real-time tool because the patients’ life is on edge. Also, the application of IoT

technologies in the healthcare sector is a great upcoming for improving the quality of

human life because it saves lives, provides big services for humanity, and ameliorates

their healthcare. Whereas, The IoT systems in the healthcare sector require criti-

cal conditions such as the real-time response, the security of the patients’ data, the

availability, and other properties. Moreover, the use of IoT technology is conducted

with cloud computing because of its ability to provide scalable and on-demand services

and resources anywhere, anytime. However, the application of cloud computing is a

challenging task requiring many points that need to be treated, such as security and
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privacy of the data, scalability of the system, the data heterogeneity and management,

response time, availability, and other challenging tasks.

From these points, we have to define our problematic, which is how we can overpass

the limit of the long time required for training the deep learning models, especially in

such critical domains. Also, the application of IoT and cloud computing technologies

in the critical sectors should provide real-time responses to what needs to improve the

QoS of the system. Moreover, combining such big terms as deep learning, IoT, big

data, and cloud computing is a really big challenge.
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Chapter IV
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1 Introduction

Detecting neonatal seizures and their classification is one of the biggest chal-

lenges neurologists face, especially when relying on clinical observation [206]). Mean-

while, various screening techniques and brain signals have been developed to diagnose

epileptic seizures [207], including Magnetic Resonance Imaging (MRI) [208], Electroen-

cephalogram (EEG) [209], Magnetoencephalography (MEG) [210] and Positron Emis-

sion Tomography (PET) [211]. In fact, with the increased use of EEG in the field of

neuroscience and their effective representation of the human’s physiological and patho-

logical states, especially in the Neonatal Intensive Care Units (NICUs), it is considered

a pattern for the diagnosis of neonatal epileptic seizures [212][213]. EEG was one of the

essential components of the brain-computer interface (BCI) that was used to integrate

researchers from neuroscience, physiology, psychology, engineering, computer science,

rehabilitation, and other technical and healthcare disciplines. Moreover, EEG is an

accurate and widely-used technique because it reflects the state of the brain, easy to
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access, low cost, and has a high temporal resolution [214][215].

In practice, the interpretation of the EEG requires neurologists’ experience and

time which creates big problems for the global neonatal health and the necessity of the

intervention of the World Health Organization (WHO). On the other hand, integrating

Artificial Intelligence (AI) in medical domains achieved good results in various tasks.

One of the powerful AI tools is deep learning, which has been widely used in analyzing,

classifying, detecting, and recognizing data. The field of medicine has received a lot

of attention in deep learning investigation, especially for neurology science that uses

EEG signals to discover the physiology and pathology of the human states and detect

the abnormality events such as seizures, Alzheimer’s disease, and tumors, etc. The

application of deep learning approaches for EEG tasks achieves good results, according

to Craik et al. [216] and Gao et al. [212]. Therefore, even though deep learning

approaches have been recently used for detecting seizures in newborn infants with

remarkable outcomes and benefits, their time-consuming nature and the complexity

of the model still hinder its use. Also, most of the works done in literature use small

datasets and depend on various measures to calculate the performance of their system.

Getting the appropriate and accurate structure of the model is one of the biggest

challenges scientists face when using deep learning models because of the particular

features and needs of each application. This can be facilitated using metaheuristics

such as Marine Predator Algorithm [217], Grey wolf optimizer (GWO) [218], whale

optimization algorithm (WHO) [219], Particle Swarm Optimization [220], Artificial

Bee Colony [221], Tabu Search [222] and Simulated Annealing [223].

Metaheuristic algorithms can be good enough to fill the gaps mentioned above by

optimizing the features extracted by the model, optimizing the model by selecting the

appropriate parameters, reducing the complexity of the model, etc.

Therefore, this chapter aims to present a neonatal seizures detection system using

deep learning and the power of parallel metaheuristic optimization for auto-selecting

the hyperparameters to optimize our model. We also provide various classification

metrics and measures to evaluate and prove the performance of our proposed model.
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2 Materials And Methods

In this section, we present the different methods used for our experiment.

2.1 Convolutional Neural Network

CNN’s are one of computer vision’s most widely used and successful deep learning

models. The power of CNN lies in the automatic extraction of features and the hierar-

chical structure, which allows the model to obtain good results in various applications

such as pictures, signals, NLP, and so on [223]. CNN is made up of convolutional

layers (Conv), nonlinear layers, pooling layers, and dense layers. Each layer includes

its specifiers, input types, and unique functions that create an output for the next tier

(Figure IV.1).

Figure IV.1: General architecture of the Convolution Neural Network

Regardless of the demand for AI capability to solve medical problems, deep learn-

ing may be useful for aiding diagnosis in time series. CNN has significantly influenced

the medical field, where it is used for classification, prediction, and other purposes.

CNN may be utilized for EEG analysis with either 1D or 2D architecture [207].

2.2 Marine Predators Algorithm

The Marine Predators Algorithm is a metaheuristic population-based approach
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inspired by predator-prey foraging strategies in marine habitats. The algorithm is

designed to optimize the predator’s foraging trajectory by utilizing three tactics based

on the mobility and concentration of the prey. For example, predators utilize the

Brownian approach for unit velocity ratios but the Lévy technique for low-velocity

ratios. In high-velocity ratios, predators remain motionless [217]. Furthermore, Yousri

et al. [224], Zhong et al. [225], Abdel-Basset et al. [226], Yousri et al. [227], and Yang

et al. [228] demonstrated excellent outcomes using the MPA.

2.2.1 Brownian equation

Brownian motion is a stochastic method based on probability function, where µ rep-

resents the mean distribution (µ = 0) and σ2 is the variance (σ2 = 1). The governing

Probably Density Function (PDF) at point x for this motion is as follow (Eq IV.1 and

Eq IV.2) [229]:

B(x;µ, σ) =
1√

(2πσ2)
exp

(− (x−µ)2

(2σ2)
)

(IV.1)

After the simplification of the equation:

B(x;µ, σ) =
1√
2π

exp(−
x2

2
) (IV.2)

2.2.2 Lévy equation

Lévy is a type of random walk which the step sizes are determined from a probability

function defined by Lévy distribution [230][231]:

L(x;µ, σ) =
1

π

∫ π

0

exp(−γqα) cos (qx)dq (IV.3)

L(x;µ, σ) ≈
γΓ(1 + α) sin (πα

2
)

πx(1+α)
, x → ∞ (IV.4)

Where 1 ≥ α ≤ 2 , γ selects the scale unit and Γ(1 + α) = α! .
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2.2.3 MPA structure

While the predators are looking for prey, the victims must likewise look for nourish-

ment. As a result, two matrices must be defined: the first, Elite, which represents the

fittest predator, and the second, Indv, which reflects the location of the prey depending

on the Elite. They can be expressed mathematically as:

Indv =


Indv11 . . . Indv1m

...
. . .

...

Indvn1 . . . Indvnm

 (IV.5)

Elite =


Indv11

1 . . . Indv1m
1

...
. . .

...

Indvn1
1 . . . Indvnm

1

 (IV.6)

Step 1: The Initialization of the algorithm is done in a uniform random way to

create the first population based on fitness to get the best predator using Eq (IV.7).

Indvik = LBk + rand(UBk − LBk); i = 1, 2, . . . , n; k = 1, 2, . . . ,m (IV.7)

Where LBk and UBk are the lower and upper boundaries for the ith variable with

k dimension and rand is the uniform random number between 0 and 1 [217].

Step 2: After acquiring the best predator in terms of fitness, their movement is

determined by the velocity ratio and the speed of the prey. When the predator moves

slowly compared to the prey, the greatest technique for better foraging is staying still,

and the predator must establish its position. This strategy occurs in the first 1/3 of

the population, and it aims to explore the area [217].

Mi = RB ⊗ (Elitei −RB ⊗ Indvi), i = 1, 2, . . . , n (IV.8)

Indvi = Indvi + P.R⊗Mi (IV.9)
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Step 3: On the contrary, the prey is slower than the predator, indicating a lower

velocity ratio. In that circumstance, the predator must use Lévy mobility to better

utilize the region and encounter the maximum quantity of prey. This is more common

in the bottom third of the population. [217].

Mi = RL ⊗ (RL ⊗ Elitei − Indvi), i = 1, 2, . . . , n (IV.10)

Indvi = Elitei + P.CF ⊗Mi (IV.11)

CF = (1− t

tmax
)(2

t
tmax

) (IV.12)

Step 4: When the predator and prey have the same speed and velocity (Unit

velocity), the predator’s correct reaction is to take Brownian movements, while the prey

follows the Lévy movement. Predators improve their chances of optimal hunting by

travelling in this manner owing to the ability of this strategy to assure both exploitation

and exploration mechanisms by employing half of the population for exploitation and

the other half for exploration [217].

Mi = RL ⊗ (Elitei −RL ⊗ Indvi), i = 1, 2, . . . ,
n

2
(IV.13)

Indvi = Indvi + P.R⊗Mi (IV.14)

Where RL is random vector of the Lévy movement and the simulation of Lévy

movement of the prey defined by the multiplication of RL and Indv for the half of pop-

ulation (Eq IV.13 and Eq IV.14). RB is random vector of the Brownian movement and

the multiplication of RB and Elite simulates the Brownian movement of the predator

in the second half of population (Eq IV.15 and Eq IV.16).

Mi = RB ⊗ (RB ⊗ Elitei −Mi), i = 1, 2, . . . ,
n

2
(IV.15)
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Indvi = Elitei + P.CF ⊗Mi (IV.16)

CF = (1− t

tmax
)(2

t
tmax

) (IV.17)

Where CF is a coefficient that controls the step size of predator, t is the actual

iteration, and t max is the maximum iteration.

2.2.4 Eddy formation and Fish Aggregating Device’ effect

According to the following equations, the impacts of Fish Aggregating Devices (FADs)

and Eddy formation are among the environmental challenges that most affect the

marine ecosystem and compel predator and prey to adjust their behavior in order to

avoid falling into the local optimum:

Indvi = Indvi + CF [Indvmin+R⊗ (Indvmax − Indvmin)]⊗ U, r0 ≤ FADs (IV.18)

Indvi = Indvi + [FADs(1− r0) + r0](Indvr1 − Indvr2), r0 > FADs (IV.19)

Where FADs = 0.2 , U is binary vector composed from 0 and 1 and it depends

on the random values r0 ∈ [0, 1] . r1 and r2 refers to the preys list.

2.2.5 Marine memory

Predators may recall locations where they found the best foraging. The memory dis-

plays this quality in the MPA by comparing the real fitness of the solution to the past

ones and changing the order of the solution if necessary.

2.3 DATA Preprocessing

In this step, we prepare our dataset, which contains patient EEG signals, using certain

preprocessing methods to denoise the signals and extract the necessary characteristics.

(see Figure IV.2).
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Algorithm 1 Marine Predator Pseudo Algorithm

n: number of population, tmax :number of iteration.
Initialize population using Eq (IV.7).
t = 0
i = 1
while i ̸= n and t ̸= tmax do

Calculate the fitness.
Assign the Elite Eq (IV.6).
if t < tmax/3 then

Update the population’s positions based on Eq (IV.8) and Eq (IV.9).

if tmax/3 < t < 2 ∗ tmax/3 then
while i < n/2 do

Update the prey based on Eq (IV.13) and Eq (IV.14).
i++

while i > n/2 and i < n do
Update the prey based on Eq (IV.15) and Eq (IV.16).
i++

if t > 2 ∗ tmax/3 then
Update the population’s positions using Eq (IV.10) and Eq (IV.11).
Memorize the modified position of the Elite.

Accomplish the memory saving.
Update the actual predator using FADs based on Eq (IV.18) and Eq (IV.19).
t = t+ 1
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• Data Segmentation: Using Petrosian Fractal Dimension, we fragment the pa-

tient’s complete signal into windows, each with the same number of channels but

a tiny number of samples (PFD).

• Preprocessing: We filter the band-pass of these windows after decomposing the

signal into windows, normalize them using Z-Scores normalization, then analyze

them using Independent Component Analysis (ICA).

• Augmented Features: In this stage, we extract the features of each window and

concatenate them with clinical data from the patient, then save the resulting

data in a CSV file to be used in the training process.

Algorithm 2 Data Preparation Pseudo Algorithm
Step 1:
Load EEG signals ().
Step 2:
Signal decomposition ().
Petrosian Fractal Dimension ().
Step 3:
Band-pass filtering ().
Z-Scores normalization ().
Independent Component Analysis ().
Step 4:
Features extraction ().
Load clinical data ().
Concatenate features and clinical data in CSV file ().
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Figure IV.2: Dataset preparation

2.4 Proposed Model MPA-CNN

We suggest using an MPA-CNN to detect epileptic episodes automatically. As

previously stated, the key benefit of the proposed technique is the use of MPA for

auto-selecting the model’s hyperparameters to improve the CNN. In other words, the

primary goal of using MPA is to optimize the entire model by picking precise hyper-

parameters that speed up the learning process and improve the classification task. To

optimize the performance of our model, we begin with a preprocessing phase that pre-

pares the general structure of the CNN based on the MPA’s specified hyperparameters.

After these hyperparameters, we can create our CNN model and begin training on our

dataset. We utilize 75 percent of our dataset for training and 25 percent for validation.

The model’s fitness created by the selected hyperparameters from the MPA is next eval-

uated using accuracy metrics to test the homogeneity of the selected hyperparameters

(Figure IV.3 and Figure IV.4).

Furthermore, to validate the power and performance of our model (Figure IV.5), we

compare it to GA-CNN (Figure IV.6), CNN without metaheuristic (Figure IV.7), and
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CNN with just fully connected layers (Figure IV.8). The goal of utilizing models with

metaheuristic techniques with models without metaheuristic methods is to evaluate

the performance of models that used human hyperparameter selection to models that

utilized auto-selection of hyperparameters.

Algorithm 3 Pseudo code of the proposed algorithm

Initialize the hyperparameters of the model.
Construct the model.
Train the model.
Calculate the fitness.
t = 0
while t < tmax do

if fitness = 0.99 then
Save the position of the solution and exit.

if fitness < 0.80 then
Apply Brownian movement Eq (IV.15) and Eq (IV.16).

if 0.99 > fitness ≤ 0.80 then
Apply Levy movement using Eq (IV.10) and Eq (IV.11).

Calculate the fitness.
Accomplish the memory saving.
Apply FADs effects for the updating using Eq (IV.18) and Eq (IV.19).
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Figure IV.3: The generation of the initial population

76



Chapter IV: New bio-inspired approach for deep learning techniques applied to
neonatal seizures

Figure IV.4: The detailed architecture of the proposed model

Figure IV.5: The architecture of MPA-CNN
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Figure IV.6: The architecture of GA-CNN

Figure IV.7: The architecture of Simple-CNN
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Figure IV.8: The architecture of CNN with fully connected layers

3 Results and Discussion

The algorithms were trained and tested using EEG recordings from 79 new-

borns. These recordings came from the NICU at Helsinki University Hospital. The

EEG data were obtained using a NicOne EEG amplifier (256 Hz sampling frequency;

Natus, USA) and EEG caps (sintered Ag/AgCl electrodes; Waveguard, ANT-Neuro,

Germany) with 19 electrodes positioned according to the worldwide 10–20 standard,

including a recording reference at the midline (Figure IV.9 and IV.10). The babies

utilized in the subjects were 32-45 weeks gestational age, with a median recording time

of 74 minutes (IQR: 64 to 96 minutes) [20].
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Figure IV.9: The position of the electrodes used for recording the EEG signals

Figure IV.10: EEG records of newborns
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Gender Seizures No-Seizures

Male 26 16
Female 29 6
N/A 2 0
Total Number 57 22

Table IV.1: The number and gender of patients in the dataset

The availability of clinical annotation from three specialists is one of the most

significant benefits of using this dataset. These experts agree on the annotation of 460

seizures and affirm the existence of seizures in 57 infants. (Table III.3 and Table IV.1)

[230].

In this chapter, we optimized the model’s hyperparameters using MPA, a new

metaheuristic optimizer. The goal of adopting a metaheuristic optimizer for CNN is to

minimize training time while improving model performance. Furthermore, metaheuris-

tics are commonly employed to optimize deep learning models. In our experiment, we

first build a random population, each person being a vector of hyperparameters. In

our experiment, the following hyperparameters were used: optimizer, learning rate,

activation function, dropout rate, max-pooling size, kernel size, loss Function, number

of filters, number of epochs, and random state.

We calculate the fitness of each individual in the population after producing the

initial population by developing models based on the individuals recovered. As a fitness

function, we assess the model’s accuracy. Then we select the appropriate person to

forward it to the MPA. The initial stage in MPA is to compare the fitness of the

selected individual with 1. We chose 0.99 or 1 as the stop condition because we have a

binary classification, which implies the outcome will be between [0 - 1]. The Brownian

approach for values 0.8 is used in the second stage to boost the power of exploration

in the Brownian manner of movement and attain the global optimum.

However, because of the short searching interval, we employ the Lévy flight princi-

ple in the third step to assure the exploitation process. This means that obtaining the

local optimum is adequate in this situation. In addition, we employed FADs to update

the individual’s location and then preserve it in memory. Finally, the results are sent

back into the training process to evaluate the new solution and determine its fitness.
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If the chosen solution meets the requirements, it is saved as the best solution, and the

chosen combination of hyperparameters determines its position. The complete design

of our suggested system is shown in Figure. II.4.

We used the NICU dataset from Helsinki University Hospital and classification

measures to evaluate the proposed model’s performance. In addition, we employed

CNN-based GA (Figure IV.6) to compare and enhance the efficiency of the CNN-based

MPA (Figure IV.5) as a hybrid model with a metaheuristic approach. Furthermore,

to demonstrate the performance of the proposed model, we compare it to basic CNN

with three Conv1D layers, one dropout, one maxpooling1D, and two dense layers (see

Figure IV.7), and CNN with three dense layers (see Figure IV.8). The implementations

are carried out using Python 3.6, Keras 2.2.4, and Tensorflow 1.12, all of which are

installed on Windows 10 Pro (64 bit) and run on a CPU Intel Core i3 380M @ 2.53GHz

with RAM of 4GB [232].

Table IV.2, Table IV.3, Table IV.4 and Table IV.5 Present the description of the

used models, including their number of layers, shapes, parameters, activation functions,

loss function, and optimizer. As we see in these tables, a variety of hyperparameters

leads to various results.

3.1 Classification Performance Evaluation

To evaluate the performance of the classification of our proposed method, we deter-

mine True Positive (TP), True Negative (TN), False Positive (FP), and False Negative

(FN). These measures used to calculate Recall, Precision, Specificity, Sensitivity, F1-

score, and Accuracy are considered classification indicators.

Recall =
TP

TP + FN
(IV.20)

Precision =
TP

TP + FP
(IV.21)

Sensitivity =
TP

TP + FN
(IV.22)
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Specificity =
TN

TN + FP
(IV.23)

Accuracy =
TP + TN

TN + TP + FP + FN
(IV.24)

F1-measure = 2
Precision ∗ Sensitivity
Precision + Sensitivity

(IV.25)

Table IV.6 Displays the classification metrics (precision, recall, F1-score, accuracy,

and loss) achieved for the various models utilized. Table IV.4 demonstrates the large

difference in precision, F1-score, accuracy, and loss amongst the models. The suggested

MPA-CNN performed best with 1 in precision, recall, F1-score, and accuracy, followed

by GA-CNN with 0.90 in precision, 1 in the recall, 0.95 in F1-score, and 0.95 in

accuracy. Furthermore, Dense CNN achieves exceptional accuracy of 0.95. However,

of the models tested, the Simple CNN had the poorest results. Furthermore, the

suggested model achieved the lowest loss of 0.028, followed by GA-CNN [232].

Precision Recall F1-score Accuracy Loss

MPA-CNN 1 1 1 1 0.028
GA-CNN 0.90 1 0.95 0.95 0.087
Simple CNN 0.66 1 0.75 0.85 2.39
Dense 1 0.89 0.94 0.95 0.11

Table IV.7: Classification results of the used models

Figure IV.11 depicts the training accuracy of the various models utilized over the

same number of epochs (50). This graph shows that the convergence speed of MPA-

CNN and Dense CNN is faster than that of other models. Dense CNN’s accuracy

evolution is better than that of numerous other peer models, but when compared to

MPA-CNN, MPA-CNN performs much better.
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Figure IV.11: Training accuracy of the models

Figure IV.12 depicts the training loss curves of the models utilized over the same

number of epochs. For example, the MPA-CNN and GA-CNN curves are similar in the

first 20 epochs; however, beyond those epochs, the MPA-CNN curve converges better

than the other models with a low loss rate. Meanwhile, the basic CNN continues to

achieve the poorest convergence.
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Figure IV.12: Training loss of the models

Regarding training time, the suggested model, MPA-CNN, is faster than existing

models that employ metaheuristic techniques, such as GA-CNN. Table IV.5 also shows

the sensitivity and specificity of the models utilized. As demonstrated in Table IV.7,

MPA-CNN may achieve sensitivity and specificity of 1 in 0.30 minutes. GA-CNN, on

the other hand, can achieve 1 for sensitivity and 0.90 for specificity in 1.27 minutes.

Dense CNN, on the other hand, outperforms basic CNN with astounding results [232].

Time/min Sensitivity Specificity

MPA-CNN 0.30 1 1
GA-CNN 1.27 1 0.90
Simple CNN 0.17 0.67 0.88
Dense 0.17 0.88 1

Table IV.8: Time required and the achieved sensitivity and specificity of the different
models

In addition, to better understand the findings, we illustrate the different metrics

employed, such as accuracy, recall, F1-score, specificity, and sensitivity, in Figures
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IV.13, IV.14, IV.15, IV.16, and IV.17. As shown in the figures, MPA-CNN outperforms

the other models in the majority of parameters, including accuracy, recall, F1-score,

specificity, and sensitivity [232].

Figure IV.13: The precision of the models

Figure IV.14: The recall of the models
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Figure IV.15: The F1-score of the models

Figure IV.16: The specificity of the models
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Figure IV.17: The sensitivity of the models

Figures IV.13, IV.14, IV.15, IV.16, IV.17, and Tables IV.6 and IV.7 show that the

proposed model MPA-CNN outperforms GA-CNN with 1 accuracy and 1 precision,

1 recall, 1 F1-score, and 0.028 loss. Furthermore, Dense CNN achieves exceptional

results such as accuracy (0.95) and precision (1). However, basic CNN performs worse

than the current models, with an accuracy of 0.85 and a loss of 2.39 [232].

3.2 Area Under Curve

To improve the suggested model’s classification performance, we incorporated a false

positive rate of zero and a true positive rate of one, reflecting the ideal point known as

the Area Under Curve (AUC). Employing AUC aims to maximize true positives while

decreasing false positives. The AUC values of each model are shown in Table IV.6,

with MPA-CNN outperforming the others with 1 AUC, GA-CNN with 0.95, and Dense

CNN with 0.94. Simple CNN, on the other hand, has the lowest AUC value. Figure

IV.18 depicts the AUC of the various models utilized [232].
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Model AUC

MPA-CNN 1
GA-CNN 0.95
Simple CNN 0.77
Dense 0.94

Table IV.9: AUC of the different models

Figure IV.18: The AUC of the models

3.3 Confusion Matrix

The confusion matrix is one of the most often used metrics for evaluating classifi-

cation performance using predicted and actual or real labels. It is used to assess the

model’s capacity to handle ambiguous labels. Figures IV.19, IV.20, IV.21, and IV.22

depict the confusion matrix (CM) of the various techniques utilized, where CM [0,0] is

the TP value and CM [0,1] is the FN value, CM [1,0] is the FP value, and CM [1,1] is

the TN value. As seen in Figure IV.6, GA-CNN correctly predicts all true classes but

incorrectly predicts one false class as true. Dense CNN also forecasts one true class as

a fake class. MPA-CNN, on the other hand, accurately predicts both the true and false

classes (Figure IV.21). In the final classification, the Simple CNN performs poorly in
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the prediction process for both the true and false classes [232].

Figure IV.19: Confusion Matrix of Dense-CNN

Figure IV.20: Confusion Matrix of GA-CNN
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Figure IV.21: Confusion Matrix of MPA-CNN

Figure IV.22: Confusion Matrix of Simple-CNN
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3.4 The complexity of the proposed model

Obtaining suitable hyperparameters is one of the most difficult challenges. It is

categorized as an NP-hard task due to the exhaustive size of the search space, imply-

ing that the algorithm’s complexity will be exponential O(np). Nevertheless, due to its

search tactics, MPA can lower the complexity of our model by activating the exploita-

tion and exploration processes. The power of MPA reduces the model’s complexity

and makes it linear O(n) [232].

The given findings in Figures: Figure IV.19, Figure IV.20, Figure IV.21, Figure

IV.22, Figure IV.18, Figure IV.1325, Figure IV.14, Figure IV.15, Figure IV.16, and

Figure IV.17 demonstrate the suggested model’s good performance in most of the met-

rics evaluated. The suggested strategy is found to be extremely competitive, and it

even outperforms unlabeled or missing data. Based on the results and the consider-

able difference between the other models utilized, the suggested one may be called a

real-time model [232]. Also, the proposed system outperforms the state of the art work

such as the ones mentioned in Table IV.10.

The key to the suggested model’s outcomes is the auto-selection of hyperparameters

utilizing one of the most recent metaheuristics that may enable exploration and ex-

ploitation in a unique method that guarantees full exploitation of the region. As a

result, the resulting hyperparameters might be more precise due to their homogeneity,

reflecting the model’s good performance. Furthermore, the GA-employed model gets

good results due to the power of mutation and cross-over for determining the hyperpa-

rameters. However, the two other models did not produce satisfactory results due to

the manual selection of hyperparameters, which takes time and increases the model’s

complexity [232].

4 Conclusion

To address the issues of accuracy, loss rate, precision, recall, f1-score, specificity,

and computational time, our suggested approach employs a CNN model based on the

MPA (MPA-CNN). The MPA was utilized in this study to improve the model by

picking precise hyperparameters that increase the model’s performance while minimiz-

ing its complexity. We used a dataset of 79 neonate signals to analyze and test the
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proposed model to compare it to three existing models: GA-CNN, Dense CNN, and

basic CNN. This suggested system performs better than existing systems in terms of

accuracy, precision, recall, specificity, and error rate. However, one of the proposed

methodologies’ disadvantages is the dataset’s limited size.

We intend to examine the suggested model in the context of cloud tasks to provide

answers to the existing challenges in future work. In addition, we intend to develop and

compare various models based on WHO guidelines. In addition, we want to provide a

novel approach for automatic model creation comprised of hyperparameters and model

structure.
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Chapter V

Convolution Neural network based

Marine Predator Algorithm for

COVID-19 detection

1 Introduction

Covid-19 is a Coronaviridae family illness caused by severe acute respiratory

syndrome (SARS-CoV-2). The illness first appeared in China (Wuhan) in December

2019. WHO has certified the reverse transcription-polymerase chain reaction (RT-

PCR) method as the standard diagnostic technique for identifying the virus [194]. RT-

PCR assays use fluorescence to assess ribonucleic (RNA) and deoxyribonucleic acids

(DNA) in nasal secretions. Recent research has identified radiological imaging, such as

X-ray and CT-scan, as a significant screening tool for COVID-19 diagnosis.

The experimental tests using X-ray imaging confirmed the feasibility of identify-

ing COVID-19 in its early lung phases. Furthermore, X-ray imaging is a real-time

procedure, and their equipment is inexpensive and simple to use. The presence of

medical specialists and the time necessary to evaluate X-ray pictures are now the ma-

jor challenges, creating an urgent need for a computer-aided diagnosis system to help

radiologists interpret images faster and more accurately. Meanwhile, modern Artifi-

100



Chapter V: Convolution Neural network based Marine Predator Algorithm for
COVID-19 detection

cial Intelligence approaches such as Deep Learning, which has demonstrated promising

outcomes in the medical arena, may be ideal for similar difficulties. [233].

The reported research relies solely on tiny datasets containing x-ray pictures of

normal and covid-19 patients. Meanwhile, certain illnesses, such as Pneumonia, have

X-ray pictures strikingly similar to Covid-19, causing confusion in the model and pre-

venting appropriate categorization. When a patient has Pneumonia and submits his

X-ray picture to a model that has only been trained on normal and Covid-19 X-ray im-

ages, the model will identify it as Covid-19, which is incorrect. On the other hand, the

use of Artificial Intelligence (AI) techniques such as deep learning (DL) substantially

impacts the resolution of many medical issues, notably in photo identification anoma-

lies, yielding good outcomes. Many articles on Covid-19 detection have been published,

including [192], [193], [194], and [195]. However, most of these studies focused primar-

ily on the detection of Covid-19 and gave little consideration to the complexities of the

model used.

Throughout this research, we provide a novel metaheuristic strategy for optimizing

our model to handle the problem of extracting features from X-ray pictures to enhance

the performance of the model, which will be trained on three different examples of

X-ray images: Covid-19, normal, and Pneumonia illness.

2 Materials and methods

In our experiment, we used a large public dataset of 6432 X-ray pictures retrieved

from the Kaggle repository [21]. The dataset is separated into two folders for training

(5144 X-ray pictures) and testing (1288 X-ray images), each of which has three sub-

folders entitled Covid-19, Normal, and Pneumonia. We use several pre-processing

methods after extracting the dataset, such as scaling the photographs and producing

fresh images for data augmentation (Figure V.2). Finally, before passing the dataset

to the model, we must use the Marine Predator Algorithm (MPA) to optimize the

model’s hyperparameters.
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Figure V.1: The architecture of the CNN model
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Figure V.2: General architecture of the model

2.1 Marine predator algorithm

MPA is a metaheuristic approach introduced by Faramarzi et al. [217], which

employed both Lévy and Brownian movement to assure exploitation and exploration

in the search region (Figure V.3).

103



Chapter V: Convolution Neural network based Marine Predator Algorithm for
COVID-19 detection

Figure V.3: Marine Predator Algorithm

2.1.1 Lévy movement

Lévy movement is probability function defined as:

L(x;µ, σ) =
1

π

∫ π

0

exp(−γqα) cos (qx)dq (V.1)

L(x;µ, σ) ≈
γΓ(1 + α) sin (πα

2
)

πx(1+α)
, x → ∞ (V.2)

Where 1 ≥ α ≤ 2 , γ selects the scale unit and Γ(1+α) = α! . Brownian movement
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Brownian movement is probability function defined as:

B(x;µ, σ) =
1√

(2πσ2)
exp

(− (x−µ)2

(2σ2)
)

(V.3)

After the simplification of the equation:

B(x;µ, σ) =
1√
2π

exp(−
x2

2
) (V.4)

Where µ represents the mean distribution (µ = 0) and σ2 is the variance (σ2 = 1).

As we see in (Figure V.2), we used the model’s accuracy as a fitness metric for the

evaluation process. In low-velocity, where the fitness is between (0.80 and 0.99), we

used the Lévy movement, and for high-velocity, where the fitness is less than (0.80),

we used the Brownian movement. Also, we used Fish Aggregating Devices (FADs) to

update an individual’s position, then save it in the memory. [233].

3 Results and Discussion

We utilized Python with our solution’s Keras and Tensorflow libraries, which provide

the most important tools for deep learning implementation. These libraries are con-

structed on top of the PyCharm environment. Lenovo PC with Windows 10 Pro 64-bit,

Intel Core i7, 3.60GHz CPU, 16 GB RAM, Intel HD Graphics 4600 GPU, and 1 TB

hard disk. Our model gets such results as 93 percent accuracy, 95 percent precision, 97

percent recall, and 95 percent F1 score. We can also examine how our system performs

during the training phase using accuracy and loss data. The graph shows that increas-

ing the green curve improves the high accuracy. In the meantime, the loss function is

lowered until it reaches low levels (Figure V.4) [233]. Moreover, we compare it with

the state of the art works (see Table V.1)
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Figure V.4: The accuracy and loss of the model

4 Conclusion

With more confirmed instances of the virus throughout the world and new varieties of

this pandemic in the lack of an appropriate vaccine, physical separation, mask usage,

and hand washing remain the most often utilized precautions to limit the spread of

this epidemic. In this chapter, we developed a CNN-based MPA approach for detecting

Covid-19. We effectively classified Normal, Covid-19, and Pneumonia illnesses, which

are the most comparable in terms of X-ray pictures but quite different in terms of

medical therapy. The findings of our experiment show that the system performs well,

with 93% accuracy in the classification metrics, 95% precision, and 97 % and 95%

confirmation of the classification metrics in the recall and F1-score, respectively.

However, using a similar dataset across investigations to perform fair comparisons

and enhance the quality of results remains a limitation of this effort. In the future,

we want to employ additional related illness datasets, such as Tuberculosis and other

chest disorders, to improve the precision of the X-ray picture diagnosis.
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IoMT-fog-cloud based architecture

for Covid-19 detection

1 Introduction

Because of its mutation over time, coronavirus disease 2019 (COVID-19) is now

a worldwide epidemic. Several pieces of research have been done for covid-19 identi-

fication using various strategies; however, tiny datasets and the absence of validation

testing continue to restrict their work. Furthermore, they rely solely on enhancing the

accuracy and precision of the model while ignoring their complexity, which is one of

the essential prerequisites in healthcare application. Furthermore, most cloud-based

healthcare apps employ a centralized transmission method of varied and huge amounts

of information, making the privacy and security of sensitive patient data vulnerable

to hackers. Furthermore, the previous cloud architecture has several flaws, such as

latency and persistent low performance.

On the other hand, advances in healthcare technology give significant benefits in

terms of bettering and protecting people’s lives worldwide. Furthermore, contemporary

communication technology has enabled remote access to medical treatments. Real-

time monitoring and automated prediction and detection technologies aim to save lives

while reducing medical expenditures. Combining cloud technology with the Internet of
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Things (IoT) or the Internet of Medical Things (IoMT), for example, enables real-time

detection and diagnosis of a disease, resulting in early intervention that saves lives and

decreases healthcare costs [234][235].

Cloud computing is a prominent computing paradigm in the field of information

technology [236]. The role of cloud computing is to fulfill users’ demands for computer

resources at any time and from any location, [237]. Cloud deployments can gener-

ally be Private Cloud, Public Cloud, Community Cloud, or Hybrid Cloud [238]. The

Cloud offers three services: Software as a Service (SaaS), which distributes software

to customers; platform as a Service (PaaS), which allows for the development of soft-

ware and applications; and Infrastructure as a Service (IaaS), which allows for storage,

processing processes, and network usage [236].

Fog Computing is an intermediary layer between IoT devices and the cloud that

tries to improve the Cloud’s Quality of Service (QoS) by offering many scattered nodes.

Fog nodes are used to decrease traffic and latency difficulties and energy usage between

users and the cloud. They also offer computation and storage capability, as well as

secure communication between IoT devices and the cloud [239].

1.1 Cloud Computing in healthcare application

Cloud computing for medical purposes is built on a mobile device, cloud servers, and a

network that allows for real-time access to resources at any time and from any location

[240]. However, this classic cloud design had several flaws, such as the time necessary

for emergency circumstances. Another shortcoming is the increasing quantity of power

consumption and the expense of data transfer to the cloud. Furthermore, the problem

of latency and persistent low performance are limitations of the typical cloud structure.

Furthermore, the high expense of the transportable environment is required for the

patient’s medical situation. [241].

1.2 Fog Computing in healthcare application

Fog computing is a dispersed cloud computing framework that tries to move data pro-

cessing closer to the network edge, providing more suitable solutions for overcoming

cloud computing restrictions [240]. For starters, it lowers the cost of memory utiliza-

tion, processing, and sensor power consumption. In addition, fog computing provides
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reduced latency by expanding the number of fog nodes or employing different edge

mining techniques to minimize data transmission time. Furthermore, the edge com-

puting applications contain a high level of security and authentication to guarantee

that patient information is kept private [241]. In addition, rather than employing

detecting sensors or GPS location systems, edge apps employ unique localization algo-

rithms that identify the patient’s position more precisely and efficiently. The shared

structure of edge computing, encryption methods and categorization methodologies for

healthcare applications, edge mining, and effective resource management lower energy

usage. Easy-to-use healthcare applications should be able to deliver various services to

patients without requiring technical skills or medical experience [241].

The fundamental goal of our contribution is to slow the development of this pan-

demic by detecting sick persons early and taking appropriate action as soon as feasible.

Medical therapies are more successful when administered after the infection is diag-

nosed. We used sophisticated technologies in the healthcare field, such as IoMT, Cloud

computing, and Fog computing, to develop such a system. The combination of such

components yields a real-time and secure system that is simple for any user [241].

2 Proposed Approach

Detecting Covid-19 early and adopting the required precautions might help slow

this pandemic’s development. As a result, developing solutions that use the capabilities

of artificial intelligence, such as deep learning, the benefits of IoMT, fog computing,

and cloud computing, might be a highly promising strategy [241].

2.1 Deep Learning Approach

Real-time system implementation remains one of the most difficult tasks for de-

velopers. On the other hand, the pressing problem worldwide is to discover a means

to identify covid-19 quickly and efficiently. These are the primary motivations for

introducing an IoMT-based fog cloud for Covid-19 detection.

Our proposed IoMT–fog–cloud-based Covid-19 detection technology (IFC-Covid)

has three layers: a user layer, a fog layer, and a cloud layer. The overall design of our

suggested model is depicted in Figure VI.1. A cloud and fog-based system generally
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necessitate IoT devices, sensors, user devices, and other nodes that provide cloud and

fog services. Various communication technologies, including Bluetooth, IEEE 802.15.4,

3G, 4G, 5G, and IEEE 802.11, are also required [241].

Figure VI.1: The proposed IoMT based Fog-Cloud architecture for Covid-19

• User Layer As IoT devices, several versions of mobile or portable radiography

are employed in this tier. These gadgets are custom-made to meet the demands

of critical care units and emergency departments. They are ideally maneuverable

in any healthcare setting because of their strength and dependability, as well

as their levels of safety and comfort. Furthermore, they enable the capture of

high-quality photos even under adverse situations [241].

• End-user device The user can use various devices, including cellphones, per-

sonal computers (PC), and tablets. These devices accept data from IoT devices

and transmit it to the fog layer. They also display the findings and notifications

acquired from the fog or cloud for end-users. Making sure that users’ devices are

visible is a key aspect of developing a useful medical system [241].

• End-User End-users in such medical applications often include doctors, patients,
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nurses, and/or other users associated with the patient. The end-duty user is to

submit patient’s data to the fog (in our case, X-ray images). He/she receives the

findings of the data analytics that were supplied as input after several processing

stages in the fog and cloud [241].

• Fog Layer The key to incorporating a fog computing layer into a cloud-based

architecture is to bridge the cloud layer gap and provide real-time data processing

and categorization. Furthermore, it assures numerous properties such as patient

data privacy and security. Furthermore, additional preprocessing procedures are

performed in the fog layer to aid and expedite the cloud layer’s analysis and

classification process, reducing latency and ensuring service quality [241].

• Cloud Layer The key to adding a fog computing layer into a cloud-based archi-

tecture is to bridge the gap between the cloud layers and offer real-time data pro-

cessing and classification. Furthermore, it ensures a variety of qualities, including

patient data privacy and security. Furthermore, extra preprocessing operations

are carried out in the fog layer to enhance and accelerate the cloud layer’s analy-

sis and classification process, hence lowering latency and assuring service quality

[241].
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Figure VI.2: The Composition of each layer of the IoMT based Fog-Cloud system for
Covid-19

2.2 Detailed Architecture

In this section, we discuss our system’s design and demonstrate how each layer’s

components interact securely (Figure VI.2). We begin with a description of the system

architecture, followed by a discussion of the security technique used to protect patient

data privacy at various processing stages. Following that, we demonstrate how we

train our CNN model on the passed dataset. Finally, because Pneumonia X-ray and

Covid-19 X-ray are so similar, we train our algorithm to distinguish between the two

for better classification results [241].
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2.2.1 End layer

This layer of the Fog-Cloud-Covid19 system is made up of radiological equipment and

smart gadgets. The radiological gadgets may capture the patient’s x-ray picture. These

radiological gadgets have sensors that let them interact with other devices through

Bluetooth, WiFi, 3G, 4G, and 5G. The doctor sends the x-ray pictures to smart devices

such as phones, tablets, or laptop computers after recording them. The patient or

doctor who receives the x-ray picture on his or her smart device must then communicate

it, along with other personal data, to the fog layer. The key advantage of adopting an

intermediate layer such as the fog layer is that it saves time and money while improving

the quality of service provided by our system [241].

2.2.2 Fog layer

Because of the centralized transmission process of varied and huge quantities of infor-

mation, the privacy and security of the patient’s personal data can be readily compro-

mised in most healthcare apps that employ cloud computing. We implemented a fog

layer in our system to protect data privacy and security by utilizing numerous services

such as [241]:

• Identification The fog layer’s initial operation is identifying the person submit-

ting the data or allowing new users to create profiles.

• Authentication At this point, the fog service must validate the user’s identity

using authentication protocols such as Authenticated Key Agreement (AKA),

Certificate Revocation List (CRL), and an Online Certificate Status Protocol

(OCSP).

• Security To encrypt user data and maintain its security, fog computing provides

an encryption service. Elliptic-Curve Cryptography (ECC), Privacy-Preserving

Fog-Assisted Information Sharing Scheme (PFHD), Bilinear Pairing IBE, Modi-

fied Elliptic Curve Cryptography (MECC), Fully Homomorphic Encryption Scheme

(FHE), and Enhanced Value Substitution (EVS) are some of the encryption tech-

niques used in the literature.

• Filtering and normalization After obtaining user data, preparatory activities

such as filtering and normalizing the data are conducted to prepare it for process-
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ing in the cloud layer. The goal of this stage is to reduce the cloud’s processing

steps, hence reducing computing time.

• Data storage Part of the user data must be kept in the fog layer following

preparation processes for security and authentication procedures to facilitate the

access and lockout process, ensure data validity, and minimize the access control

delivery cost.

2.2.3 Cloud layer

The cloud layer is the primary layer, which comprises of data analysis and processing

processes, followed by data storage in the cloud and visualization of the generated data

[241].

• Preprocessing This stage requires some processing after receiving data seg-

mentation from the fog layer, such as normalization and preparing the data to

be given to the processing step.

• Cloud Processing Several activities must be completed at the processing layer,

such as preparing the Convolution Neural Network model to be trained on a

dataset that comprises three types of samples: Covid-19 instances, Pneumonia

cases, and Normal cases.

• CNN Model Over the last several decades, the medical research community

has created several healthcare systems that allow doctors to express their choice

in the case of their patients. Furthermore, due to human nature and the risk of

making mistakes in diagnosing instances unrelated to doctors’ level of expertise,

but rather to how they deal with patient problems and other factors. However,

the revolution of Artificial Intelligence (AI) in many sectors aids in the semi-

automated or automatic response of several issues. For example, deep learning

(DL) is an AI technology for detecting and predicting problems. Like the other

domains, the healthcare domain deployed several DL applications that produced

excellent outcomes in many medical instances because of their capacity to learn

from context by employing supervised learning, semi-supervised learning, and

unsupervised learning. CNN is a deep learning technique specializing in picture

identification, image classification, image prediction, identifying abnormalities in
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signal recordings, and so on. The auto extraction of features from photos and

CNN’s deep analytics are the primary reasons we chose to employ CNN for the

training process in our system. Several researchers have utilized CNN to identify

covid-19.

Because of its efficacy in image processing, we adopted a CNN model with con-

volution and pooling layers in our system. Furthermore, we rely on deep neurons

with tiny kernel windows to improve feature learning and reduce model com-

plexity. The Covid-19 and pneumonia detection systems employ x-ray images to

build a deep model that takes the most information from the image. Our model

has six convolution layers and three coupled layers (Table VI.2). After creating

the features map, it must be delivered to the flattened layer to be prepared for

the entire connected layers. The last fully connected layer is dedicated to the

categorization findings.

Layer Feature Map Size Kernel Size Stride Activation

Input Image 1 400×400×3 - - -
1 Convolution 2D 32 400×400×3 2×2 2×2 Tanh

Max Pooling 2D 32 200×200×32 2×2 2×2
3 Convolution 2D 32 100×100×32 2×2 2×2 Tanh

Max Pooling 2D 32 50×50×32 2×2 2×2
5 Convolution 2D 64 25×25×64 2×2 2×2 Softsign

Max Pooling 2D 13×13×64 2×2 2×2
Flatten 2304 - - - -

8 FC 132 304260 - - Relu
9 FC 60 7980 - - Relu
Output FC 3 183 - - Softmax

Table VI.2: Summary of CNN model

• Dataset In our experiments, we used a free huge dataset of 6432 X-ray pictures

from the Kaggle repository [21]. The dataset is separated into two folders: train-

ing (5144 X-ray images) and test (1288 X-ray pictures). Each of these folders has

three sub-folders: Covid-19, Normal, and Pneumonia (Figure VI.3). Following

dataset extraction, we employ certain pre-processing algorithms before creating

additional photos for data augmentation.
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Figure VI.3: Dataset samples

• Dataset preprocessing Medical Picture processing is a vital stage in the med-

ical sector that tries to visualize the anomalies and particular concerns inside

the image. Image segmentation is a medical picture processing procedure that

divides the original image into areas based on image attributes such as brightness

and grey level.

The wavelet transform is a valuable technique utilized for various medical dif-

ficulties such as signal decomposition and image decomposition [241]. In our

situation, we employ Discrete wavelet transform (DWT) with Biorthogonal 1.3

for segmentation to remove extraneous data and improve analysis effort (Figure

VI.4).

Figure VI.4: The application of DWT on image with bior 1.3
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Furthermore, the combination of wavelet transformations and reduction approaches

such as Principal Component Analysis accomplished state of the art in picking

the ideal features, lowering complexity, and improving neural network accuracy

[241]. Principal Component Analysis (PCA) is a linear algebra approach used

to extract features and reduce dimensionality. The goal of PCA is to minimize

the number of features while retaining the majority of the original ones to re-

duce the model’s complexity. The primary phases of the PCA are to standardize

the dataset into d dimensions, create the covariance matrix, compute the eigen-

vectors and eigenvalues, choose the k eigenvalues, and finally generate the new

k-dimensional features of the original dataset [241]. In our example, we employed

PCA with only 80 of the principal components, as described below:

1. Splitting the picture into three channels (Red, Green, and Blue).

2. Using PCA on each channel.

3. Using the inverse transform on the converted array.

4. Reversing the process to recreate the original image using only 80 of the

primary components.

Figure VI.5 depicts the final image after varying the PCA settings.
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Figure VI.5: The application of PCA with different values

Following the application of DWT to the pictures, we calculated the entropy for

each coefficient to extract the optimum features using several entropy’s meth-

ods such as Teager Kaiser Energy Operator, Log Energy Entropy, and Shannon

wavelet entropy energy.

Figure VI.6: The application of entropy on the image

Teager Kaiser Energy Operator (TKEO) is a non-linear energy tracking operator

for signal and image processing. The TKEO analyzes data using Amplitude
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Modulated-Frequency Modulated (AM-FM). TKEO represented by the equation

(VI.1).

ϕ2[I(x, y)] = ||∇I(x, y)||2 − I(x, y).∇2[I(x, y)] (VI.1)

∇(I(x, y)) = (
(∂I(x, y))

∂x
,
∂I(x, y)

∂y
) (VI.2)

I(x, y) = ΣK
k=1ak(x, y) cos (ξk(x, y)) (VI.3)

Where ak(x, y) represents the amplitude modulating of the image contrast in the

k narrow-band component and ∇ξk(x, y) represents frequency modulation of im-

age structure properties in the instantaneous phase component ξk(x, y).

Shannon Wavelet Entropy Energy (SWEE) is a mix of wavelet, Shannon entropy,

and energy. This combination is utilized for efficient analysis that extracts opti-

mal features based on time-frequency. For example, the equation might represent

the Shannon wavelet entropy energy (VI.4):

η(d) =
E(d)

ShannonEntropy(d)
(VI.4)

E(d) = Σc
k=1|Mk(d)|2 (VI.5)

Where E is energy of data (d) in each wavelet coefficient (c)

ShannonEntropy(d) = −Σc
k=1PklogPk (VI.6)

Where Pk is the energy probability of each wavelet coefficient and Σc
k=1Pk = 1.

Pk =
|Mk(d)|2

E(d)
(VI.7)

Log Energy Entropy (LEE) is an energy-based feature extraction approach that

is comparable to Shannon entropy. Its primary use is to compute the uncertainty
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of characteristics in data using an equation (IV.5).

LogEnergyEntropy(d) = Σc
k=1log(P

2
k ) (VI.8)

Where Pk is the energy probability of each wavelet coefficient and Σc
k=1Pk = 1

• Classification Another important stage in medical image processing that is em-

ployed in Computer-Aided Diagnosis (CAD). The received pictures are given to

the CNN model to be categorized during the classification phase. The class of

each image is the result of this step. We have three groups in our case: Covid-

19, Normal, and Pneumonia (Figures VI.3, VI.4, VI.5). For the evaluation of

our model, we employed the following classification metrics: True Positive (TP),

True Negative (TN), False Positive (FP), and False Negative (FN) (FN). Re-

call, True Positive Rate (TPR), False Positive Rate (FPR), Precision, Specificity,

Sensitivity, F1-score, and Accuracy, are calculated using these measurements.

Recall =
TP

TP + FN
(VI.9)

Precision =
TP

TP + FP
(VI.10)

Sensitivity =
TP

TP + FN
(VI.11)

Specificity =
TN

TN + FP
(VI.12)

Accuracy =
TP + TN

TN + TP + FP + FN
(VI.13)

F1-measure = 2
Precision ∗ Sensitivity
Precision + Sensitivity

(VI.14)

• Cloud Storage The cloud layer has a large storage capacity and saves the
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huge data received from the fog layer, creating the user profile and storing the

outcomes of the categorized data.

• Visualize results This phase concentrated in showing analytical dashboards

and categorization findings.

Figure VI.7: Scenario of the proposed system

3 Results And Discussion

We employed Python with the Keras and Tensorflow libraries, which provide

the necessary tools for deep learning implementation, in our solution. The PyCharm

environment is used to build these libraries. Lenovo PC with Windows 10 Pro 64-bit,
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Intel Core i7 3.60GHz CPU, 16 GB RAM, Intel HD Graphics 4600 GPU, and 1TB

storage. In terms of classification measures, our model delivers efficient results: 97

percent accuracy, 100 percent precision, 97 percent recall, and 99 percent F1-score.

Table VI.3 summarizes the model’s categorization findings [241].

Precision Recall F1- Score Accuracy

Covid-19 100% 97% 99% 97%
Normal 94% 90% 92% 97%
Pneumonia 96% 98% 97% 97%

Table VI.3: Classification results

The use of DWT-PCA as a preprocessing step on the dataset significantly improves

the model and lowers its complexity by reducing the trainable parameters. According

to Table VI.4, 28.24 percent of parameters are lowered to reduce training time and

the overall complexity of the model. In addition, we calculate the signal-to-noise ratio

(SNR) of the original picture and the preprocessed image Table VI.5. Furthermore, we

employed a peak signal-to-noise ratio (PSNR) to examine the influence of the prepro-

cessing step on the original dataset by comparing an original image to its preprocessed

counterpart. The PSNR value of 3.14 dB indicates that the maximum permissible

power and the corrupting noise power have no influence on the resultant picture and

that the usage of DWT-PCA in the preprocessing stage is successful.

Trainable parameters

Original dataset 658119
Pre-processed dataset 472263

Table VI.4: The number of trainable parameters of the original dataset and the pre-
processed dataset

SNR (dB) PSNR (dB)

Original image 1.48 3.14
Pre-processed image 1.47

Table VI.5: The SNR and PSNR values of the original image and the preprocessed
image
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On the other hand, we start the identification process by calculating the pixel

energy of the picture using several approaches such as TKEO, SHEE, and LEE.

TKEO (bits/pixel) SHEE (bits/pixel) LEE (bits/pixel)

Image 3.26 6.75 4.68

Table VI.6: The result of application TKEO, SWEE and LEE on the image

Table VI.6 shows that TKEO has the lowest energy with just 3.26 bits/pixel, which

increases its effectiveness in monitoring the energy of non-linear features. The appli-

cation of TKEO in such essential situations as x-ray pictures significantly influenced

the accurate identification of the x-ray images and wished to increase the system’s

performance in distinguishing between covid-19, normal, and pneumonia cases. We

can also assess how our system performed throughout the training phase by comparing

accuracy and loss metrics in the original and preprocessed datasets. However, training

with a preprocessed dataset that contains just 71.76 percent of the original trainable

parameters produced superior results in terms of accuracy and loss, with the growing

green curve improving high accuracy. In the meantime, the loss function is lowered

until it reaches low levels (see Figure VI.8)[241].
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Figure VI.8: The training accuracy and loss of the CNN model on the original dataset
and preprocessed dataset

3.1 Confusion Matrix

A confusion matrix is a machine learning parameter used to assess the system’s

efficacy and performance. It is typically used for binary or multi-class classification

problems. The confusion matrix’s primary use is to assist in understanding how the

classification model becomes confused while generating predictions. This allows you

to observe how many errors were made and what type of errors were committed, with

the rows of the matrix reflecting real class occurrences and the columns representing

instances of the predicted category. In other words, it maintains track of the right and

incorrect predictions made by each class.

To assure the system’s performance, we compute True Positive (TP), True Negative

(TN), False Positive (FP), and False Negative (FN). These measures are used to show

the outcomes of each class’s prediction. Figure VI.9 shows that the model accurately
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predicted virtually all of the covid-19 samples used for the validation dataset, except

one sample, which was predicted as a normal case, and five samples as pneumonia.

Furthermore, the algorithm properly predicted normal samples while missing a few (1

as covid-19 and 18 as pneumonia). Furthermore, the algorithm properly predicts 98

percent of pneumonia samples. (Figure VI.10).

Figure VI.9: Confusion matrix of the predicted classes
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Figure VI.10: The percentage of predicted samples by classes

3.2 Area Under the ROC Curve

The Receiver Operating Characteristic Curve (ROC curve), which examines a classi-

fier’s ability to discriminate between classes, is described by the Area Under Curve

(AUC). Meanwhile, the ROC curve is a graph that displays the True Positive Rate

(TPR) and False Positive Rate (FPR) of a classification model overall categorization

levels (FPR) [241].
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Figure VI.11: The ROC curve of the model

The ROC curve of our model is displayed to validate its classification performance.

As seen in Figure VI.11, the large gap between the green and blue lines determines the

model’s AUC, which reaches 0.98. The optimal diagnostic test for the classes was 1.

Furthermore, reaching AUC = 0.98 reflects the model’s accuracy in predicting classes,

assuring outperformance, and the model’s capability to categorize classes.

4 Conclusion

Covid-19 is a severe issue that must be addressed because it influences numer-

ous fields, including industry, education, economics, etc. Because there is no efficient

treatment for this pandemic, the only way to deal with it is to minimize its spread

by precautionary measures and early identification of affected persons. With the ar-

tificial intelligence revolution and its influence on multiple domains, the healthcare

industry, like other domains, embraced AI methodologies, resulting in significant med-

ical advancements such as the Internet of medical things (IoMT). The IoMT has been
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discovered to treat a wide range of medical concerns that require immediate attention.

We propose an IoMT-fog-cloud-based architecture for covid-19 identification in this

study. Furthermore, this chapter tries to slow the development of the pandemic by

detecting affected persons early. Another goal of this suggested technology is to make

it easier to identify covid-19 anywhere, at any time, and with anybody by making it

simple to use and user pleasant. In addition, we prioritize cloud Quality of Service

(QoS) by providing an intermediary layer between the user and the cloud to decrease

latency and provide real-time response. Furthermore, the privacy and security of the

patient’s data were important goals of our research.

We employed a combination of Discrete Wavelet Transform and Principal Com-

ponent Analysis (DWT-PCA) to extract the ideal features and lower the dimension

for improved classification and identification outcomes. In addition, we applied several

types of energy tracking in the pictures to improve identification in the x-ray images.

Our suggested filtering strategy reduces model complexity by decreasing trainable pa-

rameters and saving time. The classification assessment of our CNN model revealed an

efficient performance that can categorize the covid-19, pneumonia, and normal cases

with 97 percent accuracy and a precision rate of 100 percent. Based on the experimen-

tal results, our suggested approach might assist in identifying covid-19.

We want to employ the ElectroCardioGraph (ECG) for covid-19 identification in the

future since late covid-19 variations influence the cardiovascular system. Furthermore,

CT and X-ray pictures might not be a good source for identifying these novel varia-

tions. In addition, we intend to examine Empirical Wavelet Transform (EWT) and

PCA for data filtering. Finally, this future effort will be a cloud-based program that

hospitals and society may utilize.
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General conclusion

This chapter summarizes the contributions of this thesis and presents the results

achieved. Also, a discussion of the limitations of the realized contributions and pre-

scriptive and research directions for future work will be presented.

1 Summary

This thesis combined Big Data, Cloud Computing, IoT, and Artificial Intelligence

in the medical field. The research conducted in this thesis consists of developing com-

puter aid diagnosis to assist the doctor in diagnosing patients in general and precisely

in Covid-19 and Neonatal seizures. The challenges addressed in this thesis resulted in

three major contributions that address the questions raised in the introduction. These

contributions are summarized below:

• An accurate computer aid diagnosis system for neonatal seizures detection is pro-

posed. This system is based on a new bio-inspired method called Marine Predator

Algorithm, for hyperparameters selection of the model. The system’s main pur-

pose is to improve the system’s performance in detecting the abnormalities in

the EEG records by combining features extracted from EEG records and the ad-

ditional clinical data posted by neurologists. The proposed system clarifies the

improvement of using metaheuristic techniques in selecting the hyperparameters

and tests the effectiveness of the proposed Marine Predator Algorithm technic

compared with the Genetic Algorithm. This advanced work could be considered a
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good step in mental disease detection, especially neonatal seizures detection. The

proposed system achieved greater classification results by optimizing the CNN

model, improving the quality of data, and combining two kinds of data, which

improved the system’s performance and precision and reduced the training time.

The MPA-CNN for neonatal seizures can be used as a medical decision support

system for neurologists to make an accurate classification with lower cost, time,

and effort.

• In the second contribution, the Covid-19 pandemic was addressed using deep

learning technique and Marine Predator Algorithm. The developed system tests

the MPA’s effectiveness on other kinds of data, such as X-ray images. Several

preprocessing steps were used for the dataset to eliminate the problem of im-

balanced data, such as resizing the images, re-scaling, and rotating. The main

addition of this contribution is:

a) improving the system’s precision in classifying covid-19 cases and the other

lung diseases such as Pneumonia; b) reducing the complexity of the system by

reducing the training time using the MPA in the auto-selection of the hyperpa-

rameters, which gives us the best configuration of the model. The experimental

results indicate the system’s performance in classifying the covid-19 and pneu-

monia disease in the various classification metrics such as F1-score, Accuracy,

Sensitivity, Specificity, and Precision.

• For the third contribution, we tried to change the idea of optimizing the CNN

model, and we focused only on optimizing the data. A new computer aid diag-

nosis system was proposed for better classification of covid-19, and pneumonia

disease was. In this contribution, we used the same dataset that used the second

contribution to compare the impact of optimizing the model and the impact of

optimizing the data. We start our contribution with the application of Discrete

Wavelet Transfer for decomposing the dataset’s images into segments. Then, we

apply the PCA module to extract the principle and the most important features

of the image, reducing the model’s complexity next. Next, we introduce the

TKEO technique to track the energy in the image, which reflects the position

of the valuable information in the image. The combination of these technics
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gives us the best results for classifying covid-19 and Pneumonia in reduced time.

The experimental results of this contribution and the previous one indicate the

efficacity and the outperformance of optimizing data instead of the model. At

the end of this contribution, the IoMT-cloud architecture for the system aims to

reduce the latency and improve the system’s quality of service by introducing fog

as an intermediary layer. The proposed system is supposed to be the real ap-

plication of the model and computer aid diagnosis for the radiologists, cost-less,

and user-friendly.

2 Prescriptive

Numerous enhancements to the contributions done in this thesis might be made,

as well as research topics that deserve additional consideration in the future. Some of

them are listed below:

• The first limitation in the CAD systems in general is the data, which controls

and directs us in the research. Soon, a) for neonatal seizures: we aim to study

the impact of other kinds of features such as the baby’s cry sound during the

phase of seizures, ECG records during the seizures, and discover whether there

is a correlation between the heart and nervous system or not. Also, we intend

to study the impact and the possibility of causing the brain tumor in the baby

in the future. Moreover, we aim to study the medical history of the family and

conclude whether this disease could be genetically passed or not; b) for covid-19,

we aim to improve the precision of our system by using an extended dataset that

contains the majority of lung diseases. Also, we look for testing our model on

CT-scan images of the covid-19 and compare the results with our obtained results

from X-ray images.

• The real application of the proposed systems is our main goal. To realize that,

collaboration with neurologists and radiologists is needed to better understand

the pathology and the needs of doctors. According to this collaboration, several

facilities will be made, such as the development of visualization applications for

the doctors and CAD systems that specialize in Neonatal seizures detection and

covid-19 detection. Furthermore, we could extend our systems with the help of
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these specialists to make them able to predict the covid-19 and neonatal seizures

based on the doctors’ expertise.

• The success achieved by our CNN model in different kinds of data and diseases

motivates us to investigate them on other diseases such as heart diseases.

• The healthcare is our area of interest, and we are motivated to do our best to

develop CAD that facilitates the daily life of the patient and the doctor. From this

point, we will concentrate our focus on the healthcare of our country Algeria. To

accomplish that, we need to collaborate with Algeria medical staff from public

hospitals, private hospitals, and clinics to exchange the information and make

conventions that come back with benefits for the patients in the first place.
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