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General Introduction

Almost any natural, biological and physical phenomenon is described by di¤erential

equations or system of di¤erential equations. And since we can�t get exact solutions

we often must solve them with numerical methods, such as Euler�s and Runge Kutta�s methods.

One of the most popular modelled biological phenomenon, is the predator-prey model that is

interpreted by Lotka-Volterra system of equations. But what�s it�s history? and why we thought

about their solutions?

Just after the First World War (a period where �shing had been clearly reduced), an Italian

mathematician and physicist Volterra had been consulted by the responsible of Italian �shing in

Trieste who had noticed that, the proportion of sharks and other predators which are unsuitable

for consumption, that were caught among the edible �sh was clearly higher than it was before

the war.

In 1926 a reply in Italian was published by Volterra [9] which took the form of the famous

predator-prey model. He then presented his results in English and, in more detailed and complete

form, in French [[10],[11],[12]] in the �rst chapter of his book ��Leçons sur la théorie mathématique

de la lutte pour la vie �� [12]. An American mathematician, Alfred James Lotka, published

independently in 1924 (or 25 dates vary by source), an equivalent model. It is referred to today

as name of "Lotka-Volterra model" so as not to make anyone jealous... It has been extended

to several domains of the dynamics of populations and is widely used today in biology, ecology

and even chemistry.

The model is written as follows:

�
x
0
(t) = ax� bxy

y
0
(t) = cxy � dy

� x represents the number of prey.
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General Introduction

� y represents the number of predators.

� a > 0 is the prey�s birth rate.

� d > 0 is the predator�s death rate.

� b > 0 and c > 0 are interactions coe¢ cients between the two populations.

For obvious reasons, we are only interested in this system for positive values of x and y. Many

researchers have been interrested by Lotka-Volterra systems we site here some of their works:

In 1989, S.C. Bhargava generalized Lotka-Volterra equations and desribed the mechanism of

technological substitution [1]

In 2009, C. Zhu and G. Yin discussed a hybrid competitive Lotka�Volterra ecosystems [13].

And recently in september 2022, Lei Li, Wan-Tong Li and Mingxin Wang studied a classical

Lotka-Volterra predator-prey model with nonlocal di¤usions with free boundary [4].

This work is organized as follows:

Chapter 1: In the �rst chapter we recall, without proof, some de�nitions and fundamental

properties about the study of ordinary di¤erential equations, which will be used directly in

the rest of this work, let us quote for example: Ordinary di¤erential equations, First order

di¤erential equations, Homogeneous and non-homogeneous di¤erential equations, Di¤erential

system (System of ordinary di¤erential equations), Numerical solution of di¤erential equations.

Chapter 2: The second chapter deals with the application of the concepts introduced in the

�rst chapter in the qualitative study of the solutions of the Lotka-Volterra system (existence,

positivity and periodicity of the solutions and behavior in the vicinity of its equilibrium points).

Chapter 3: This chapter describes numerical results that we obtained while solving Lotka-

Volterra system using two popular numerical methods, Euler and Runge-Kutta methods, imple-

mented on MATLAB. In addition, a discussion and a comparaison between the results obtained

by this two methods are presented.
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Chapter 1

Di¤erential Equations System

Di¤erential equations are found everywhere to the point where its systems governs our

real life begining by the �rst order di¤erential equations system, they can also describe

informations about population of one species, give details about prey and predators�problems.

1.1 Ordinary Di¤erential Equations

A di¤erential equation is an equation that contains one or more functions with its derivatives.

The derivatives of function de�ne the function�s rate-of-change at a point. If all the derivatives

are taken related to a single variable, we speak of an ordinary di¤erential equation (ODE).

De�nition 1.1.1 An ordinary di¤erential equation, abbreviated by ODE, of order n is a re-

lation between the real variable t, an unknown function t 7�! y (t) and its derivatives y
0
=

dy
dt ; y

00
; :::; y(n) on point t de�ned by:

F
�
t; y; y

0
; y

00
; :::; y(n)

�
= 0 (1.1)

Where F is not independent of its last variable y(n), we take t in an interval I � R: The solution

y generally will be a value on Rn, such as n 2 N�. If F has values in R, then the equation 1.1 is

scalar. The order of a di¤erential equation is the order of the highest derivative present in the

equation.

Example 1.1.1 The following equations are ordinary di¤erential equations :

y
0
+ y = 3t2:

3



Chapter 1. Di¤erential Equations System

y
0
+ ty � 1 = 0:

y
00 � 3y = 0:

y
0
= sin(t):

De�nition 1.1.2 We call autonomous di¤erential equation of order n any equation of the form:

y(n) = f
�
y; y

0
; y

00
; :::; y(n�1)

�
;

which means that f doesn�t explicitly depend on t.

Remark 1.1.1 Autonomous equations are very important when looking for stationary solutions

and their stability.

Linear and Non-linear Ordinary Di¤erential Equations:

The ordinary di¤erential equation 1.1 of order n is linear if it has the form:

an(t)y
(n) + an�1(t)y

(n�1) + :::+ a0(t)y = g(t):

Knowing that a0(t); :::; an(t) and g(t) can be zero or non-zero, constant or non-constant, linear

or non-linear functions, according to the variable t. We note that there are no products of the

function, y(t) and its derivatives. Also the function and its derivatives occurs only the �rst

power.

Only the unknown function ,y(t), and it�s derivatives are used in determining if a di¤erential

equation is linear. If a di¤erential equation is not linear depending on the unknown function y

and its derivatives, then it is called a nonlinear di¤erential equation. Also we can say that the

trigonometric functions are nonlinear.

Example 1.1.2 y
0
+ 2y = 0 is linear.

y
00
+ y

0
= 3 is linear.

y
00 � sin(y) = 0 is non-linear.

y
0
+ y2 = 0 is non-linear.

(1� y)y0 + 3y = 0 is non-linear.

4



Chapter 1. Di¤erential Equations System

1.2 First Order Di¤erential Equations

De�nition 1.2.1 A �rst order di¤erential equation is an equation of the form:

F (t; y; �y) = 0; (1.2)

where y is the unknown function of the variable t (or x ) to value in Rn, y0 its derivative and F

is a function of a part of R� Rn � Rn towards Rn.

Remark 1.2.1 The ordinary y for the equation 1.2 depends on a single variable t. When

there are several derivatives that depends on several variables we speak about partial di¤erential

equations (PDE).

1.2.1 First Order Linear Di¤erential Equations

De�nition 1.2.2 We say that the �rst order di¤erential equation F
�
t; y; y

0
�
= 0 is a linear

equation if it can be written in the form

y
0
= p (t) y + q (t) ;

where p and q are continuous functions on an interval I � R.

Example 1.2.1 The equation ty
0
+ 2y = t2 is a �rst order linear di¤erential equation.

For a non-linear �rst order di¤erential equation we can take the Ricatti equation as an example

which is:

t2y
0
+ y + y2 = 0:

1.2.2 Separable Di¤erential Equations

De�nition 1.2.3 Generally, a separable di¤erential function is any di¤erential function that

can be written in the following form:

N(y)y
0
=M(t);

where N and M are two functions de�ned respectively on I and K (I and K are intervals of

5



Chapter 1. Di¤erential Equations System

R). Note that in the separable di¤erential equation all the y must be multiplied by the derivative

and all the t must be on the other side of the equal sign.

Example 1.2.2 The following equations are separable di¤erential equations:

y
0
= 3y2t.

y
0
= 2t2+3t�3

y�3 :

y
0
= e�y(3t+ 2):

1.3 Cauchy Problem

A Cauchy problem is given by a di¤erential equation and an initial condition (also called initial

value problem). So it�s a problem of the type:

8><>: y
0
(t) = f(t; y(t));

y(t0) = y0

(1.3)

with t0 2 I; y0 2 
 and f : I � 
! Rm a continuous function.

Lipschitz and Locally Lipschitz Function

De�nition 1.3.1 Let f : U � 
 ! Rm be a function (m � 1): We say that f is lipschitz in y

(uniformly with respect to t), and we will note f 2 Lip(U); if there exists k > 0 such that:

kf(t; y2)� f(t; y1)kRm � k ky2 � y1kRm ;

for each (t; y1); (t; y2) 2 U: Notice that this notion doesn�t lead to f being continious on U as the

following example proves:

U = R��R; f(t; y) =

8><>: 1; if t > 0

0; if t � 0
:

However, if f is Lipschitz function in the classical meaning, i.e if there exists k > 0 such that:

kf(t; y2)� f(t; y1)kRm � k(jt2 � t1j+ ky2 � y1kRm);

6



Chapter 1. Di¤erential Equations System

for each (t; y1); (t; y2) 2 U; then f is especially Lipschitz in y (uniformly in t).

De�nition 1.3.2 We say that f is locally Lipschitz in U if for each (t; y1) 2 U , there is a

ball B =
n
(t
0
; y

0
) 2 U ;

���t0 � t1��� < " and 


y0 � y1



Rm
< "

o
and a constant k > 0 such as f is

Lipschitz, on B: Then we note Liploc (U) :

Remark 1.3.1 - A Lipschitzian application is continuous.

- A function of class C1 is locally Lipschitzian.

1.4 Homogeneous and Non-Homogeneous Di¤erential Equations:

De�nition 1.4.1 A �rst order homogeneous linear di¤erential equation is one of the form:

y
0
+ p(t)y = 0

or equivalently y
0
= �p(t)y.

De�nition 1.4.2 A �rst order non-homogeneous linear di¤erential equation is one of the form:

y
0
+ p(t)y = f(t)

Example 1.4.1 ty
0
+ 2y = 0 is homogeneous.

2y
0
+ y sin(t) = 0 is homogeneous.

y
0
+ 2yt = t

3 is non-homogeneous.

y
0 � y exp(t) = 0 is homogeneous.

Proposition 1.4.1 The solutions of the homogeneous linear equation

p(t)y
0
+ q(t)y = 0

On the domain I; where y(t0) = y0 is de�ned by:

y(t) = y0 exp(F (t))

For all t 2 I; With F (t) =
tZ

t0

� q(s)
p(s)ds

7
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Proposition 1.4.2 The general solution of the non-homogeneous equation

p(t)y
0
+ q(t)y = r(t);

On I where y(t0) = y0; equal to

y(t) = exp

0@ tZ
t0

� q(s)
p(s)

ds

1A0@y0 + tZ
t0

r(s)

p(s)
exp

0@ sZ
t0

q(�)

p(�)
d�

1A ds
1A :

Particular case:

Proposition 1.4.3 (Duhamel formula) Proposed a continuous function on the interval I of

R, a a real constant and t0 2 I where y(t0) = y0: the general solution of the scalar equation

y
0
= ay + g(t)

is given by:

y(t) = y0e
a(t�t0) +

tZ
t0

ea(t�s)f(s)ds;

where a is a constant.

1.5 Di¤erential System

1.5.1 System of Equations

Let�s start with the following system of n equations with the n unknowns, y1; y2; :::; yn:8>>>>>>>>>>>>>><>>>>>>>>>>>>>>:

a11y1 + a12y2 + :::+ a1nyn = b1:

a21y1 + a22y2 + :::+ a2nyn = b2:

:

:

:

an1y1 + an2y2 + :::+ annyn = bn:

(1.4)

Note that in the subscripts on the coe¢ cients in this system, aij , the i corresponds to the

equation that the coe¢ cient is in and the j corresponds to the unknown that is multiplied by

8



Chapter 1. Di¤erential Equations System

the coe¢ cient.

To use linear algebra to solve this system we will �rst write down the augmented matrix for this

system. An augmented matrix is really just all the coe¢ cients of the system and the numbers

for the right side of the system written in matrix form. Here is the augmented matrix for this

system: 0BBBBBBBBBBBBBB@

a11 a12 : : : a1n b1

a21 a22 : : : a2n b2

: : : : :

: : : : :

: : : : :

an1 an2 : : : ann bn

1CCCCCCCCCCCCCCA
To solve this system we will use elementary row operations (which we�ll de�ne these in a bit) to

rewrite the augmented matrix in triangular form. The matrix will be in triangular form if all

the entries below the main diagonal (the diagonal containing a11; a22; ... , ann) are zeroes.

Remark 1.5.1 Given a system of equations, 1.4 , we will have one of the three possibilities for

the number of solutions:

1. No solution.

2. Exactly one solution.

3. In�nitely many solutions.

The system of equations in 1.4 is called a nonhomogeneous system if at least one of the bi is not

zero. If however all of the bi are zero we call the system homogeneous and it will be as follows:

8>>>>>>>>>>>>>><>>>>>>>>>>>>>>:

a11y1 + a12y2 + :::+ a1nyn = 0:

a21y1 + a22y2 + :::+ a2nyn = 0:

:

:

:

an1y1 + an2y2 + :::+ annyn = 0:

(1.5)

9



Chapter 1. Di¤erential Equations System

Notice that in the homogeneous case we are guaranteed to have the following solution

y1 = y2 = ::: = yn = 0:

This solution is often called the trivial solution. For homogeneous systems the remark above

can be modi�ed to the following.

Remark 1.5.2 Given a homogeneous system of equations, 1.5, we will have one of the two

possibilities for the number of solutions.

1. Exactly one solution, the trivial solution.

2. In�nitely many non-zero solutions in addition to the trivial solution.

1.5.2 System of Ordinary Di¤erential Equations

De�nition 1.5.1 A system of ordinary di¤erential equations is a set of n equation involving

the derivatives of n unknown functions with a single independent variable. We can write it on

the form
!
y
0
= A

!
y +

!
g (t)

where
!
y
0

= (y
0
1; y

0
2; :::; y

0
n);

!
y = (y1; y2; :::; yn) and

!
g (t) = (b1; b2; :::; bn). It can be provided with

initial or boundary value conditions.

Example 1.5.1 We can take the �rst-order di¤erential equations system below as an example:

8><>: y01 = 4y1 + 7y2:

y02 = �2y1 � 5y2:

It can be written in the form:

�
y
0
1

y
0
2

�
=

0B@ 4 7

�2 �5

1CA�y1
y2

�

Remark 1.5.3 � We say that the system is homogeneous if !g (t) =
!
0 and we say the system

is nonhomogeneous if
!
g (t) 6=

!
0 :

� Equilibrium solutions are those solutions for which A
!
y =

!
0 :

10



Chapter 1. Di¤erential Equations System

1.5.3 Notions about Stability

Consider the �nite dimension continuous system described by a �rst order non-linear autonomous

di¤erential equation:

y
0
(t) = f(y(t)); (1.6)

which means f : Rm ! Rm (m > 1) is a Lipschitz function, with t � 0:

The Equilibrium Point

De�nition 1.5.2 We say that a vector E 2 Rm is an equilibrium point of f if f(E) = 0. The

trajectory of this equilibrium is reduced to the point E:

Remark 1.5.4 The equilibrium point y � E is the unique solution of 1.6 with the initial con-

dition y(t0) = E and t0 � 0:

Local Equilibrium Point Stability

Let '(t; y0) the unique solution of the problem 1.6 with the initial condition y(0) = y0; i.e

'
0
(t; y0) = f('(t; y0)) and '(0; y0) = y0:

De�nition 1.5.3 The equilibrium point E = 0 of the system 1.6 is:

� Stable: if, 8 " > 0;9 � > 0 : ky0k < � =);8t > 0; k'(t; y0)k < " and unstable if it�s not

stable.

� Asymptotically stable: if it�s stable and if 9 � > 0 : ky0k < � =); lim
t!+1

k'(t; y0)k = 0:

� Marginally stable: it it�s stable without being asymptotically stable.

Linearization around Equilibrium Point

Suppose that E is an equilibrium point for the di¤erential system

y
0
(t) = f(y(t)); (1.7)

11
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and f is di¤erentiable at E. To approach the function f(y(t)), we form its jacobian matrix in

the neighborhood of E

Df(E) =

�
@fi
@xj

�
1�i;j�m

where the partial derivatives are calculated at point E: The a¢ ne approximation of f is written

in the form:

f(y) = f(E) +Df(E):(y � E) = Df(E):u;

where u = y � E, so in the neighborhood of E we have

u
0
= y

0 � E0
= f(y) = Df(E):u;

because f(E) = 0:

De�nition 1.5.4 We call a linearized system around the point E associated with the nonlinear

system 1.7 the linear system

u
0
= Df(E):u:

Theorem 1.5.1 If the system 1.7 is is linearizable around E, then:

1. The equilibrium point E is stable if and only if the origin is stable for the linearized system.

2. The equilibrium point E is asymptotically stable if and only if the origin is asymptotically

stable for the linearized system.

1.6 Numerical Solution of Di¤erential Equations

1.6.1 Euler�s Method

Supposing that the di¤erential equation is

y
0
= f(t; y); y(�) = y0;

and our aim is to compute a sequence of approximations (tk; yk)nk=0 to the solution, where

tk = � + kh: The initial condition provides us with a point on the true solution, so (t0; y0) is

also the natural starting point for the approximation. To get an approximation to the solution

12
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at t1; we compute the slope of the tangent at (t0; y0) as y
0
0 = f(t0; y0): This gives us the tangent

T0(t) = y0 + (t � t0)y
0
0 to the solution at t0: As the approximation y1 at t1 we use the value of

the tangent T0 which is given by

y1 = T0(t) = y0 + hy
0
0 = y0 + hf(t0; y0):

This gives us the next approximate solution point (t1; y1): To step to the next point (t2; y2); we

move along the tangent to the exact solution that passes through (t1; y1) : The derivative at this

point is y
0
1 = f(t1; y1) and so the tangent is

T1(t) = y1 + (t� t1)y
0
1 = y1 + (t� t1)f(t1; y1):

Then the approximate solution at t2 is

y2 = y1 + hf(t1; y1):

If we continue in the same way, we can compute an approximation y3 to the solution at t3, then

an approximation y4 at t4; and so on. So we can say:

In Euler�s method, an approximate solution (tk; yk) is advanced to (tk+1; yk+1) by the following

tanget

Tk(t) = yk + (t� tk)y
0
k = yk + (t� tk)f(tk; yk);

at (tk; yk) from tk to tk+1 = tk + h. This result in the approximation yk+1 = yk + hf(tk; yk) to

y (tk+1) :

Algorithm of Euler�s Method

Let the di¤erential equation y
0
= f(t; y) be given together with the initial condition y(a) = y0;

the solution interval [a; b], and the number of steps n. If the following algorithm is performed

h = (b� a)=n;

t0 = a;

for k = 0; 1; :::; n� 1

yk+1 = yk + hf(tk; yk);

tk+1 = a+ (k + 1)h;

the value yk will be an approximation to the solution y(tk) of the di¤erential equation, for each

k = 0; 1; :::; n:

13
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1.6.2 The Quadratic Taylor Method

Approxiamating the solution by a Taylor polynomial of a suitable degree is called Taylor method.

In Euler�s method, which is the simplest Taylor method, we used the approximation

y(t+ h) t y(t) + hy
0
(t):

The quadratic Taylor method is based on the more precise approximation

y(t+ h) t y(t) + hy
0
(t) +

h2

2
y
00
(t): (1.8)

The numerical solution can be advanced from a point (tk; yk) to a new point (tk+1; yk+1) with

tk+1 = tk + h:The main idea is to use 1.8 and compute yk+1 as

yk+1 = yk + hy
0
k +

h2

2
y
00
k ;

where yk; y
0
k and y

00
k are approximations to the function value and derivatives of the solution at

t:

Remark 1.6.1 The quadratic Taylor method advances the solution from a point (tk; yk) to a

point (tk+1; yk+1) by evaluating the approximate Taylor polynomial

y(t) t yk + (t� tk)y
0
k +

(t� tk)2
2

y
00
k

at y = tk+1. In other word, the value yk+1 is given by

yk+1 = yk + hy
0
k +

h2

2
y00k ;

where h = tk+1 � tk.

Algorithm of Taylor Method

Let the di¤erential equation y
0
= f(t; y) be given together with the initial condition y(a) = y0,

the solution interval [a; b] and the number of steps n; and let the function F2 be such that

y
00
(t) = F2(t; y(t)):

14
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The quadratic Taylor method is given by the algorithm

h = (b� a)=n;

t0 = a;

for k = 0; 1; :::; n� 1

y
0
k = f(tk; yk);

y
00
k = F2(tk; yk);

yk+1 = yk + hy
0
k + h

2y
00
k=2;

tk+1 = a+ (k + 1)h;

After these steps the value yk will be an approximation to the solution y (tk) of the di¤erential

equation, for each k = 0; 1; :::; n:

Remark 1.6.2 The advantage of the Taylor methods is that they can attain any approximation

order, and their disadvantage is that they require symbolic di¤erentiation of the di¤erential

equation (except for Euler�s method).

1.6.3 Euler�s Midpoint Method

In Euler�s midpoint method the solution is advanced from (tk; yk) to (tk + h; yk+1) in two steps:

First an approximation to the solution is computed at the midpoint tk + h=2 using Euler�s

method with step length h
2 ;

yk+1=2 = yk +
h

2
f(tk; yk):

Then the solution is advanced to tk+1 by following the straight line from (tk; yk) with slope given

by f(tk + h; yk+1=2);

yk+1 = yk + hf(tk +
h

2
; yk+1=2):

Algorithm of Euler�s midpoint method

Let the di¤erential equation y(t) = f(t; y) be given together with the initial condition y(a) = y0;

the solution interval [a; b], and the number of steps n. Euler�s midpoint method is given by

h = (b� a)=n;

t0 = a;

for k = 0; 1; :::; n� 1

15
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yk+1=2 = yk + hf(tk; yk);

yk+1 = yk + hf(tk + h=2; yk+1=2);

tk+1 = a+ (k + 1)h;

After these steps the value ykwill be an approximation to the solution y(tk) of the di¤erential

equation at tk; for each k = 0; 1; :::; n:

1.6.4 Runge-Kutta methods

Runge-Kutta methods are generalisations of the midpoint Euler method. The methods use

several evaluations of f between each step in a clever way which leads to higher accuracy.

In the simplest Runge-Kutta methods, the new value yk+1 is computed from yk with the formula

yk+1 = yk + h(�1f(tk; yk) + �2f(tk + r1h; yk + r2hf(tk; yk)); (1.9)

where �1; �2; r1 and r2 are constants to be determined. The idea is to choose the constants

in such a way that the relation 1.9 mimics a Taylor method of the highest possible order. It

turns out that the �rst three terms in the Taylor expansion can be matched. This leaves one

parameter free (we choose this to be � = �2 and set the other three in terms of �;

�1 = 1� � ; �2 = � ; r1 = r2 =
1

2 �
:

This determines a family of second order accurate methods.

Theorem 1.6.1 (Second order Runge-Kutta methods) Let the di¤erential equation y0 =

f(t; y) with initial condition y(a) = y0 be given. Then the numerical method which advances

from (tk; yk) to (tk+1; yk+1) according to the formula

yk+1 = yk + h

�
(1� �)f(tk; yk) + �f

�
(tk +

h

2�
; yk +

hf(tk; yk)

2�

��

is 2nd order accurate for any nonzero value of the parameter �, provided f and its derivatives

up to order two are continuous and bounded for t 2 [a; b] and y 2 R:

16
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Theorem 1.6.2 (Fourth order Runge-Kutta method) Suppose the di¤erential equation y0 =

f(t; y) with initial condition y(a) = y0 is given. The numerical method given by the formulas

8>>>>>>>>>><>>>>>>>>>>:

k0 = f(tk; yk);

k1 = f(tk +
h
2 ; yk +

h
2k0);

k2 = f(tk +
h
2 ; yk +

h
2k1);

k3 = f(tk + h; yk + hk2);

yk+1 = yk +
h
6 (k0 + 2k1 + 2k2 + k3);

is 4th order accurate provided the derivatives of f up to order four are continuous and bounded

for t 2 [a; b] and x 2 R:
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Chapter 2

The Lotka-Volterra System

After the �rst mondial war in a period where �shing had been clearly reduced where

the proportion of sharks and other predators (unsuitable for consumption) was clearly

higher than it was before the war. The responsible of Italian �shing in Trieste had noticed that

and consult an Italian mathematician called Vito Volterra, who designed a model to describe

a phenomenon which is: "the predator �sh�s proportion increases when the �shing dicreases",

and in another hand an equivalent model was published independently by an American math-

ematician, Alfred James Lotka. They called it Lotka-Volterra model.

2.1 Lotka-Voltera Model

We will present a graph that shows the speci�c Lotka-Volterra system:

Figure 2.1: Example of Lotka-Volterra model.
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As the graphic 2.1 shows, the lynx and the snowshoe hare populations follow globally periodic

trajectories, one is being delayed by the other. Is it due to the speci�c dynamic of the system,

or provoked by external causes?. The model of Lotka Volterra choose the speci�c dynamic of

the system as an answer.

The model is based on two populations whose numbers at time t are respectively noted x(t) and

y(t), the second (predators) feeding on the �rst (prey).

The following hypothesis are made :

� The prey x(t) have unlimited food, only the predators y(t) oppose their increasing and in

the absence of predators the prey population has an exponential increasing (Malthus law).

� The number of predators is limited by the amount of prey available for feeding and in the

absence of prey, the predator population has an exponential decreasing (Malthus law).

� The number of encounters between prey and predators is both proportional to x(t) and

y(t) and therefore proportional to the product x(t)� y(t):

� The rate of prey�s decreasing and the rate of predator�s increasing due to these encounters

are both proportional to the number of encounters between the two populations.

This leads to the following model:

�x0(t)=ax�bxy:
y0(t)=cxy�dy:

Where a > 0 is the prey�s birth rate, d > 0 is the predator�s death rate, b > 0 and c > 0 are

interactions coe¢ cients between the two populations. for obvious reasons, we are only interested

in this system for positive valuesof x and y.

In addition, a term due to predation is added to the prey�s equation, also another term of

reproduction in the predator�s equation, in order to model the meetings between two species

and their evolution.

2.2 Problem of Existence

2.2.1 Local Existence

We have an autonomous di¤erential system
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8><>: u
0
(t) = f(u(t))

u(0) = u0

(2.1)

where f : 
 � Rn ! Rn and u0 2 
:

Theorem 2.2.1 (Cauchy-Lipschitz) If f is locally lipschitzian, so it exists a unique maximum

solution u 2 C([0; T [; Rn) of the system 2.1 for t < T:

De�nition 2.2.1 We call a trajectory starting with u0 the set

�u0 = fu(t)=t > 0g

where u(t) is the maximum solution corresponding to the intial condition u(0) = u0:

Cauchy-Lipschitz leads to the following result :

Corollary 2.2.1 If u0 6= u1; then the trajectories �u0 and �u1 are distinct.

2.2.2 Existence and Positivity of Solution

In a mathematic point of vue, the obtained system is a �rst-order nonlinear autonomous di¤er-

ential system, coupled in x and y: let�s put:

F :

���� R� R2 7�! R2

(t; x; y) 7�! (ax� bxy; cxy � dy)

F being polynomial in the coordinates, therefore it�s of class C1 in R3 so it�s locally Lipschitzian.

The cauchy-Lipschitz theorem assures us that for any initial condition (t0; x0; y0) the Cauchy

problem below has a unique maximal solution :

�
(x

0
(t); y

0
(t)) = F (t; x(t); y(t))

(x(t0); y(t0)) = (x0; y0)
:

We have another result:

Theorem 2.2.2 (Solution�s positivity) Let x0; y0 strictly positive real numbers and t0 an

20



Chapter 2. The Lotka-Volterra System

unknown real number. Then, the solution of the Cauchy problem

�
(x

0
(t); y

0
(t)) = F (t; x(t); y(t))

(x(t0); y(t0)) = (x0; y0)

is veri�ed fo all real t

8><>: x(t) > 0

y(t) > 0
:

To proof this theorem we use the following lemma:

Lemma 2.2.1 In each of the following cases, the function (x; y) thus de�ned is the only solution

to the Cauchy problem: 8><>: (x
0
(t); y

0
(t)) = F (t; x(t); y(t))

(x(t1),y (t1)) = (x1; y1)
:

1. If x1 = 0 and y1 = 0 then for any real t, we de�ne (x(t); y(t)) = (0; 0):

2. If x1 = 0 and y1 > 0 then for any real t, we de�ne (x(t); y(t)) = (0; y1e�d(t�t1)):

3. If x1 > 0 and y1 = 0 then for any real t, we de�ne (x(t); y(t)) = (x1ea(t�t1); 0):

Proof of the lemma. It�s easy to verify that the functions are solutions in each case and that

they verify the initial conditions. Uniqueness is given by Cauchy-Lipschitz�s theorem (these

solutions are moreover de�ned on R therefore they are global).

Proof of the theorem. Using proof by contradiction and assuming that there exists t1 where

x(t1) � 0 or y(t1) � 0: Rather, let�s suppose that there�s t1 where x(t1) = 0 or y(t1) = 0

(i.e. a solution crosses the axis (Ox) or the axis (Oy) ). If we ever get a contradiction, the

continuity of solutions will prevent their coordinates from becoming negative, knowing that the

initial conditions are strictly positive.

� If x1 = 0 and y1 = 0; then (x; y) veri�es the Cauchy problem :

8><>: (x
0
(t); y

0
(t)) = F (t; x(t); y(t))

(x(t1),y (t1)) = (0; 0)
;

so according to the lemma, (x(t),y (t)) = (0; 0) for any real t. and this is a contradiction

because for t = t0 we have x(t0) > 0:
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� If x1 = 0 and y1 > 0, then (x; y) veri�es the Cauchy problem:8><>: (x
0
(t); y

0
(t)) = F (t; x(t); y(t))

(x(t1),y (t1)) = (0; y1)
;

according to the lemma, (x(t),y (t)) = (0; y1e�d(t�t1)) for any real t, and this is a contra-

diction too because we have x(t0) = 0 > 0:

� The proof is the same for the last case x(t1) > 0 and y(t1) = 0:

The application of Cauchy-Lipschitz theorem gives us the theorem below.

Theorem 2.2.3 Let the maximum solution u of 2.1 de�ned for t < T . If u is bounded in [0; T [,

then T = +1:

2.2.3 Periodicity

Theorem 2.2.4 (Periodicity of solutions) Any solution of the Lotka-Volterra system is peri-

odic.

Remark 2.2.1 This result is sometimes called "Volterra�s First Law".

2.2.4 Equilibrium Points

Proposition 2.2.1 The points (0; 0) and (dc ;
a
b ) are the only equilibrium points of the Lotka-

Volterra system. Therefore the �rst solution shows that if both populations are extinct, then

they will continue being extinct until an external factor can change that. The second solution

represents a �xed point (population equilibrium). Which means that levels of population where

this equilibrium is achieved depend on the chosen values of the parameters.

Proof. Let t; x0; y0; x and y be real numbers.

(x; y) is an equilibrium point() F (t; x; y) = 0:

() x(a� by) = 0 and y(cx� d) = 0:

() (x; y) = (0; 0) or (x; y) = (
d

c
;
a

b
):
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Let us denote (x0; y0) one of these equilibrium points and linearize F in the neighborhood of

(x0; y0). Taylor�s formula gives F (x; y) � DF(x0;y0)(x� x0; y � y0) where DF is the di¤erential

of F: The Jacobian matrix of F is then:

J(x0; y0) =

0B@ a� by0 �bx0

cy0 cx0 � d

1CA :
If (x0; y0) = (0; 0); the eigenvalues of J are a > 0 and �d < 0, hence the results. If (x0; y0) =

(dc ;
a
b ), the characteristic polynomial of J is X

2 + ad; so the eigenvalues (X) of J are therefore

pure imaginary and opposite, therefore (dc ;
a
b ) is a center.

Remark 2.2.2 The center point is sometimes called " Volterra�s second law".

It�s possible to know the period of solutions in the neighborhood of (dc ;
a
b ); as the next proposition

shows:

Proposition 2.2.2 In the neighborhood of the equilibrium point (dc ;
a
b ); the solutions of the

Lotka-Volterra equations are periodic with period 2�p
ad
and are written in the form:

8t�R;
�

x(t) = �1 cos(
p
adt) + �1 sin(

p
adt) + d

c

y(t) = �2 cos(
p
adt) + �2 sin(

p
adt) + constante

:

Proof. In matrix terms, the Lotka-Volterra system in the neighborhood of (dc ;
a
b ) becomes:

�
x
0
(t)

y0(t)

�
=

0B@ 0 � bd
c

ac
b 0

1CA�x(t)� d
c

y(t)� a
c

�
:

Therefore it�s possible to solve it by substitution. Thus by deriving the �rst equation and

replacing y0(t) by its value according to the second equation, we �nd that x satis�es the second

order linear di¤erential equation with constant coe¢ cients:

f
00
+ adf =

ad2

c
:

The characteristic equation has solutions �i
p
ad; so the homogeneous equation has solutions

t 7! � cos(
p
adt) + � sin(

p
adt), with � and � constants. Since d

c is a particular solution, we
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deduce required form for x. We deduce the form of y knowing that:

y
0
(t) =

ac

b

�
x(t)� d

c

�
=
ac

b
� cos(

p
adt) + � sin(

p
adt)

Then the period is the same for x and y and is equal to 2�p
ad
:

Here is another interesting result about the periodicity and the equilibrium point (dc ;
a
b ):

Theorem 2.2.5 Let (x; y) be a solution of the Lotka-Volterra system whose elements do not

cancel. If we note X and Y the average of x and y in order over a period T , then (X;Y ) =
�
d
c ;
a
b

�
:

Proof. Let the real number t0. x; y doesn�t cancel, we can write for every real t:

x
0
(t)

x(t)
= a� by(t) and y

0
(t)

y(t)
= cx(t)� d.

We can integer every equation from t0 to t0 + T , we remark that ln(x(t0 + T )) � ln(x(t0)) = 0

due to the periodicity of x, same for y, it gives us:

0 = aT � bTX and 0 = cTY � dT;

where we get the result after the simpli�cation by T:
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Chapter 3

Matlab Resolution of Lotka-Volterra

Model

Since we can�t solve the Lotka-Volterra system (Prey-Predator model) analytically, we

are interested in solving it numerically. So in this chapter we will solve this system using

two famous numerical methods called : Euler method and fourth-order Runge kutta method.

Figure 3.1: Prey-Predator example

3.1 Example of Lotka-Volterra Model

In the previous Chapter we saw that the Lotka-Volterra model is of the form
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�
x0(t) = ax� bxy:
y0(t) = cxy � dy:

Where x is the population of prey, y is the population of predators and the parameters a; b; c

and d are biologically determined, In this example we are going to consider a system where

a = 1:2; b = 0:6; c = 0:3 and d = 0:8. We will take the initial conditions of the system as

follows: x(0) = 2 and y(0) = 1: Which gives us the following predator-prey model:

8>>>><>>>>:
dx
dt = 1:2x� 0:6xy:
dy
dt = 0:3xy � 0:8y:

x(0) = 2; y(0) = 1:

On this example we�ll answer these questions:

1. Solve the system for 0 � t � 30 using Euler�s method (try step sizes of h = 0:05 and

0:001).

2. Plot and compare the phase-plane trajectories [i.e., plot y(t) versus x(t)].

3. Solve the predator-prey model using ode45.

4. Plot x(t) and y(t) also, generate the phase-plane trajectory for y(t) versus x(t):

3.2 Solving the System Using Euler�s Method

To solve the prey-predator�s model by Euler method, we �rst re-label x as y1 and y as y2. Then,

we use ode_eul2 as follows:

3.2.1 Euler�s Code for the step size h=0.05

The results obtained by Euler�s method for the step size h = 0:05 are presented on the following

graph
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Figure 3.2: Solutions of prey-predator system using Euler�s method with step size h=0.05

We see that the method diverges ( in a counter-clock-wise direction) for h = 0:05 due to excessive

global error, as shown in the previous phase-plane plot.

So to obtain a meaningful solution we try to take a smaller step which is h = 0:001:

3.2.2 Euler�s Code for the step size h=0.001

The resolution of Lotka-Volterra system by Euler�s method with the step h = 0:001 is gived by
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Figure 3.3: Solutions of prey-predator system using Euler�s method with step size h=0.001

As the plot 3.3 shows, the method converges to an orbit for h = 0:001 ( and even for smaller

values). What captivates our attention is the eternal periodic change in populations that the

model reveals.
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3.2.3 The Phase-Plane Trajectories using Euler Method

Now we�ll generate the phase-plane trajectory plot for y(t) versus x(t) as follows:
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Figure 3.4: Solutions�trajectories with Euler�s method

The graph 3.4 shows that the increase of prey drives the growth of predators. However when the

population of predators increase, the prey�s decreases and reaches a minimum, so that predators

also decrease. When predators decrease a new growth of prey happens and so on. This dynamic

thus leads to a continuous cycle of growth and decline.

We note that when the predator�s population decreases the prey�s increases. So we can say that

they have a negative relationship.

3.3 Solving the System using Runge-Kutta Fourth-OrderMethod

3.3.1 Solving the Predater-Prey Model using ode45

ode45 is a particular built in ODE solver on MATLAB, which is based on fourth- and �fth-order

Runge-Kutta methods. The function can solve single ordinary di¤erential equation or a system

of ordinary di¤erential equations, and the syntax of the basic call is

[t; y] = ode45(fun; tspan; y0)

where y is the solution array that contains on each column one of the dependent variables, t

is the column vector of the corresponding time and the right-hand-side array of the ordinary

di¤erential system f(t; y(t)) is de�ned by the user fun. The initial and �nal values of the desired
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solution interval are speci�ed by tspan = [ti tf ], and y0 is the initial values vector. There is

no need to specify the value of the step size h in the function call, bacause ode45 computes h

adaptively, the default value is set to 0:01, but if we need to change the step size h we can use

the command �options�.

The plot obtained on the application of ode45 on this example is shown as follows
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Figure 3.5: Solutions of prey-predator system using RK-4 method (ode45)

To get the previous graph we re-labeled x as x(1) and y as x(2): As we can see in graphic 3.5

the RK4 method gives us better results after a considerable time interval, and the plot can be

made smoother if we restrict the size of the largest step size h that the algorithm generates.

3.3.2 The Phase-Plane Trajectories using RK4 Method

Ploting x(t) and y(t) and generating the phase-plane trajectory for y(t) versus x(t)
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Figure 3.6: Solutions�trajectories with RK4�s method

The graph 3.6 shows that the size of predator�s population has a negative e¤ect on the prey�s

population, and the size of the prey�s population�s has a positive e¤ect on the predator�s popu-

lation.

3.4 Concluding Remarks

In this example, when we used Euler�s method for the step h = 0:05 the method diverges, but for

the step h = 0:001 we found that the method converges to an orbit. So in numerical solutions,

based on Euler�s method, in order to get a meaningful solution, we are advised to use smaller

step sizes.

As it�s shown in graph 3.4, when the prey population increases, the abundance of food �ourishes

the predator population. But, as the predator population increases at a rate faster than can

be supported by the prey, the prey population decreases. This cycle repeats itself when both

populations reach their initial population levels, x(0) and y(0).

It also should be noted that the initial conditions for this model are scaled. For example, if we

say x (0) = 1 and y(0) = 2 this means that initial prey and predator populations are of 1000

and 2000, respectively.

Additionally, there is no equilibrium point for this particular dynamical system at which both

populations become constant. On other hand some sets of coe¢ cient fa; b; c; dg, that can lead

to a critical equilibrium point where the populations are constant. This equilibrium point can

be derived by setting both rates, y
0
and x

0
, to zeros:
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8><>: 0 = ax� bxy

0 = �cy + dxy

Then, we get the two solutions: (x; y) = (0; 0) and (x; y) = ( cd ;
a
b ): Thus, if we start with the

trivial case (no population), there will never be predators nor prey. And for the other solution,

it implies that if we start the previous model with the initial populations x(0) = c
d =

0:8
0:3 =

8
3

and y(0) = a
b =

1:2
0:6 = 2; then the populations will never change.

For the RK4�s method we used the particular solver ode45; we found a superior result (in

accuracy) to the one obtained using Euler�s method. However, one should keep in mind that

the slope estimate of RK4 is more elaborate than the simple one used by Euler�s method.
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General Conclusion

The Lotka-Volterra system is a set of two �rst-order nonlinear autonomous di¤erential

equations that describes the biological phenomenon of feeding relationship between

two species (Predator and prey).

On this thesis we solved this system by using two numerical methods: Euler and RK4�s method

and we found that RK4 is so much better than Euler method because RK4 is a lot more stable

and a lot more accurate, in addition they take pretty much the same amount of time to compute,

RK4 is a little bit slower but u won�t really notice the di¤erence.

Even though Euler and RK4�s method gives good results, they su¤er of being classique, slow

and they are not suitable for conservative systems that takes a lot of time.

As a perspective study, we propose to use new methods like metaheuristic algorithms bacause

they are:

� Easy to use in programmation and manipulation.

� Adaptable for every optimization�s probelm even the di¢ cult one, so we can apply them

in any problem we want to solve.

� More precise then other classic methods (getting better results).

� Fast in optimizing (gain of time).

� E¢ cient and robust.
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Appendix A: MATLAB

Figure 3.7: MATLAB icon

MATLAB is a programming language that built with a working environment. This includes

facilities to manage the variables for importing and exporting data of work source. MATLAB

also includes many supporting features like tools for developing and managing M-�les based on

theMATLAB applications depend on speci�c platform. TheMATLAB can run on Microsoft

Windows information or UNIX information.

We useMATLAB as more than a calculator to create a program that helps you perform tasks

consistently, easily and quickly. MATLAB has a rich and large toolbox for exploring science,

technology, engineering and mathematics (STEM) that includes:

� Statistics

� Simulation

� Image processing

� Simbolic processing

� Numerical analysis.

So why you need MATLAB?

� Relying on structure for better organization : writing programs is all about telling the

computer to perform a task one step at a time. The better your language tells the computer
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what to do, the easier the computer will be to use and the less time you�ll spend getting

it to preform a given task.

� Avoiding the complexity of object-oriented programming (OOP) : it�s a discipline that

helps developers create applications based on real-world models. Every element of an

application becomes an object that has speci�c characteristics and can perform speci�c

tasks. This technology is quite useful to developers because it helps the create extremely

complex applications with fewer errors and less coding time.

� Using the powerful toolbox: here is just a small sample of the areas that are addressed by

the tools you �nd in theMATLAB toolbox: algebra, linear algebra, calculus, di¤erential

equations, statistics, curve �tting, graphing and preparing reports.

� Reducing programming e¤ort with the fourth-generation language: MATLAB employs a

fourth-generation language to make your job a lot easier. The language isn�t quite human,

but it�s also a long way away from the machine code that developers used to write to

make computers work. Using MATLAB makes you more e¢ cient because the language

is speci�cally designed to meet the needs of STEM users
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Appendix B: Abreviations and

Notations

Les di¤érentes abbréviations et notations utilisées durant cette thèse est représentées selon ce

tableau:

Abbreviations Notations

ODE Ordinary Di¤erential Equation

PDE Partial Di¤erential Equation

PV I Initial Value Problem.

RK � 4 Runge-Kutta fourth order

N Set of natural numbers

R Set of real numbers

STEM Science Technology Engineering and Mathematics

OOP Object-Oriented Programming
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3.5 Euler�s Code

3.5.1 Euler�s Code for the step size h=0.05

f1=@(t,y1,y2)1.2*y1-0.6*y1*y2;

f2=@(t,y1,y2)-0.8*y2+0.3*y1*y2;

[t,y1,y2]=ode_eul2(f1,f2,[0 30],2,1,0.05);

plot(y1,y2)

xlabel(�Prey population�)

ylabel(�Predator population�)

title(�Eulers Method withh=0.05�)

function[t,y1,y2]=ode_eul2(f1,f2,tspan,y10,y20,h)

ti=tspan(1);tf=tspan(2);

t=(ti:h:tf)�;n=length(t);

y1=zeros(1,n)�;

y2=zeros(1,n)�;

y1(1)=y10;

y2(1)=y20;

for k=1:n-1

y1(k+1)=y1(k)+h*f1(t(k),y1(k),y2(k));

y2(k+1)=y2(k)+h*f2(t(k),y1(k),y2(k));

end

end
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3.5.2 Euler�s Code for the step size h=0.001

f1=@(t,y1,y2)1.2*y1-0.6*y1*y2;

f2=@(t,y1,y2)-0.8*y2+0.3*y1*y2;

[t,y1,y2]=ode_eul2(f1,f2,[0 30],2,1,0.001);

plot(y1,y2)

xlabel(�Prey population�)

ylabel(�Predator population�)

title(�Eulers Method with h=0.001�)

function[t,y1,y2]=ode_eul2(f1,f2,tspan,y10,y20,h)

ti=tspan(1) ; tf=tspan(2);

t=(ti:h:tf)�;n=length(t);

y1=zeros(1,n)�;

y2=zeros(1,n)�;

y1(1)=y10;

y2(1)=y20;

for k=1:n-1

y1(k+1)=y1(k)+h*f1(t(k),y1(k),y2(k));

y2(k+1)=y2(k)+h*f2(t(k),y1(k),y2(k));

end

end

3.5.3 The Phase-Plane Trajectories

%Predator-prey Model

clc; clear;

y0=[2;1];

soln=ode23(@f2,[0 30],y0)

t=linspace(0,30,60);

y(:,1)=deval(soln,t,1);%Prey

y(:,2)=deval(soln,t,2);%Predator

figure

plot(t,y(:,1),�-o�,t,y(:,2),�--�);
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hold on ; grid on;

legend(�Prey�,�Predator�);

xlabel(�Time�);

ylabel(�Population�);

hold off;

%Predator-prey function

function dxdt=f2(t,x)

dxdt=[0;0];

p=1.2;q=0.6;r=0.3;s=0.8;

dxdt(1)=p*x(1)-q*x(1)*x(2);

dxdt(2)=r*x(1)*x(2)-s*x(2);

end

3.6 RK4�s Code

3.6.1 Solving the Predater-Prey Model using ode45

%Pedator-prey Model

clc;clear;

y0=[2;1];

soln=ode45(@f2,[0 30],y0)

t=linspace(0,30,60);

y(:,1)=deval(soln,t,1); %Prey

y(:,2)=deval(soln,t,2); %Predator

figure

plot(y(:,1),y(:,2));

hold on;grid on;

legend(�Prey�,�Predator�);

xlabel(�Time�);

ylabel(�Population�);

hold off;

%Predator-prey function

function dxdt=f2(t,x)
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dxdt=[0;0];

p=1.2;q=0.6;r=0.3;s=0.8;

dxdt(1)=p*x(1)-q*x(1)*x(2);

dxdt(2)=r*x(1)*x(2)-s*x(2);

end

3.6.2 The Phase-Plane Trajectories:

%Pedator-prey Model

clc;clear;

y0=[2;1];

soln = ode45(@f2,[0 30],y0)

t= linspace(0,30,60);

y(:,1)=deval(soln,t,1); %Prey

y(:,2)=deval(soln,t,2); %Predator

figure

plot (t,y(:,1),�-o�,t,y(:,2),�--�);

hold on; grid on;

legend(�Prey,�Predator�);

xlabel(�Time�);

ylabel(�Population�);

hold off;

%Predator-prey function

function dxdt=f2(t,x)

dxdt=[0;0];

p=1.2; q=0.6; r=0.3; s=0.8;

dxdt(1)=p*x(1)-q*x(1)*x(2);

dxdt(2)=r*x(1)*x(2)-s*x(2);

end
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 This thesis studies a system of non-linear ordinary differential equations, 

which describes : The ecological phenomenon Prey-Predator, the relation 

between them, there increasing and decreasing. It’s called the Lotka-Volterra 

model. 

Since we can’t solve the problem analytically we used classical numerical 

methods. In the practical part we focus on the application of two popular 

methods : Euler and Runge-Kutta fourth order, using numeric computing 

platform MATLAB. The findings are periodic trajectories with two equilibrium 

points. 

  

 

 

 Ce mémoire étudie un système d'équation différentielle ordinaire non-

linéaire, qui décrit :  La phénomène écologique proi-prédateur, la relation entre 

eux, leurs croissances et décroissances. On l’appelle le modèle de Lotka-

Volterra. 

Puisqu’on peut pas résoudre ce problème analytiquement on recours vers des 

méthodes numériques classiques. Dans la partie pratique on concentre, à l’aide 

du logiciel MATLAB, sur l’application de deux méthodes populaires : Euler et 

Runge-kutta d’orde 4. Les solutions trouvées sont des trajectoires periodiques 

avec deux points d’équilibre. 

 

 

 

 الظاهرة: تصف والتي الخطية، غير العادية التفاضلية المعادلات نظام الأطروحة هذه تدرس 

 .Lotka-Volterra نموذج: بـعليه  يطلق. هماتناقصو هماايدزت ، بينهما العلاقة ،مفترس-فريسة البيئية

 الجزء في. الكلاسيكية العددية الأساليب إلى نلجأ فإننا ، تحليلياً المشكلة هذه حل على قدرتنا لعدم نظرًا

-Runge و Euler: شائعتين طريقتين تطبيق على ، MATLAB برنامج باستخدام و نركز العملي

kutta 4 .توازن نقطتيمع وجود  دورية مسارات هي الموجودة الحلول. 
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