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Abstract

As the number of Internet of Things (IoT) devices connected to the network rapidly increases,

network attacks such DDos botnet.These attacks cause network disruption and denial of ser-

vice to IoT devices.However, a large number of heterogenous devices deployed in the IoT envi-

ronment make it difficult to detect IoT attacks using traditional rule-based security solutions.It

is challenging to develop optimal security models for each type of the device.Machine learn-

ing (ML) is an alternative technique that allows one to develop optimal security models based

on empirical data from each device.Our proposed model tackles the security issue concerning

the threats from bots.Different machine learning algorithms such as KNN,Decision Tree,Logistic

Regression and BernoulliNB, were used to develop a model where data are trained by BoT-IoT

dataset.Based on the findings, Decision Tree and Logistic Regression algorithm was found to be

the most reliable in botnet detection with 99.99% accuracy and 99.99% ROC_AUC for both.

Keywords: internet of things; botnet attacks; machine learning.
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Résumé

Alors que le nombre d’appareils Internet des objets (IoT) connectés au réseau augmente rapide-

ment, les attaques de réseau telles que le botnet DDos. Ces attaques provoquent des perturba-

tions du réseau et un déni de service aux appareils IoT.Cependant, un grand nombre d’appareils

hétérogènes déployés dans l’environnement IoT rendent difficile la détection des attaques IoT à

l’aide de solutions de sécurité traditionnelles basées sur des règles.Il est difficile de développer

des modèles de sécurité optimaux pour chaque type d’appareil.L’apprentissage automatique

(ML) est une technique alternative qui permet de développer des modèles de sécurité optimaux

basés sur les données empiriques de chaque appareil.Notre modèle proposé aborde le prob-

lème de sécurité concernant les menaces des robots. Différents algorithmes d’apprentissage

automatique tels que KNN, Arbre de décision, Régression logistique et BernoulliNB ont été util-

isés pour développer un modèle où les données sont entraînées par l’ensemble de données BoT-

IoT.Le meilleur algorithme a été sélectionné par un point de référence basé sur le pourcentage

de précision et l’aire sous le score de la courbe des caractéristiques de fonctionnement du ré-

cepteur (ROC AUC). L’ingénierie des caractéristiques et la technique de suréchantillonnage des

minorités synthétiques (SMOTE) ont été combinées avec des algorithmes d’apprentissage au-

tomatique (MLA).Sur la base des résultats, l’algorithme de régression logistique de l’arbre de

décision s’est avéré le plus fiable dans la détection de botnets avec une précision de 99,99% et

un ROC_AUC de 99,99% pour les deux.

Mots clés :Internet des objets; attaques de botnets ; apprentissage automatique.



 ملخص

 

 (IoT) نظرًا للزيادة السريعة في عدد أجهزة إنترنت الأشياء

هذه  تتسبب ،(DDos botnet) الشبكة مثل بالشبكة، هجماتالمتصلة 

الهجمات في تعطيل الشبكة وحرمان أجهزة إنترنت الأشياء من 

الخدمة. تجعل بيئة إنترنت الأشياء من الصعب اكتشاف هجمات 

إنترنت الأشياء باستخدام حلول الأمان التقليدية المستندة إلى 

ومن الصعب تطوير نماذج أمان مثالية لكل نوع من  القواعد،

و أسلوب بديل يسمح للفرد بتطوير ه (ML) الآلي الأجهزة. التعلم

نماذج أمان مثالية تعتمد على على البيانات التجريبية من كل 

جهاز ، يعالج نموذجنا المقترح مشكلة الأمان المتعلقة 

بالتهديدات من الروبوتات ، وقد تم استخدام خوارزميات مختلفة 

 Logistic) و (Decision Tree) و (KNN) للتعلم الآلي مثل

Regression)و (BernoulliNB)  لتطوير نموذج حيث يتم تدريب

، واستنادًا إلى  BoT-IoT البيانات بواسطة مجموعة بيانات

 و (Decision Tree) النتائج ، تم العثور على خوارزمية

(Logistic Regression) الأكثر موثوقية في اكتشاف الروبوتات

 .مالكليه (ROC_AUC)٪ 99.99و  (accuracy)٪99.99بنسبة 

 

هجمات الروبوتات التعلم  الأشياء؛: إنترنت الكلمات المفتاحية

 .الالي
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General Introduction

General context

The Internet of Things (IoT) represents the concept of a massive system where things on the In-

ternet communicate through omnipresent sensors.Since the inception of the Internet of Things,

consumers have connected smart devices to the network at an exponential rate,bringing us

closer to a future where everyday things all interconnect.

According to the latest research report, the smart home market is expected to be valued at

US$137.91 billion by 2023, growing at a compound annual growth rate (CAGR) of 13 percent

between 2017 and 2023 [89].

It is comprised of a wildly diverse range of device types- from small to large, from simple

to complex – from consumer gadgets to sophisticated systems found in DoD (department of

defense), utility and industrial systems.The IoT enables the exchange of information in a variety

of application scenarios, each having unique characteristics and requiring unique performance

guarantees, and together they bring potentially tremendous benefits to human being, such as:

home automation, environmental monitoring, health and lifestyle, smart cities, etc.

Problematic and Objectives

In a study by Hewlett Packard in 2015, it was shown that out of a number of IoT devices that

were investigated, 80% raised privacy concerns, with 60% lacking any mechanisms that ver-

ify the authenticity of security updates or even their integrity, allowing an adversary to modify

the firmware without being noticed [90]. Seeing as IoT devices are manufactured with various

pre existing inherent limitations and vulnerabilities, it should come as no surprise that they

have been targeted and recruited by botnets.In 2016, Anna Senpai created a malicious program,

1



General Introduction

called Mirai, which is possible to take control of vulnerable connected objects such as surveil-

lance cameras and routers, and generate distributed denial of service attacks (DDoS) [11].Mirai

transforms the infected objects into autonomous and intelligent agents that are controlled re-

motely.

In order to solve the above problems, the way of DDoS attacks detection through machine

learning algorithms has gradually become the focus of research.The machine learning algorithm

can find out the abnormal information behind the massive data.Many detection approaches

have been proposed to detect the DoS Attacks.

In this thesis, Bot-Iot dataset is used for the experiment, and Machine learning algorithms

such as KNN,Decision Tree,Logistic Regression and BernoulliNB are used to detect it.We have

done the experiment on real time data-set and balanced dataset and presented the effect of

imbalance data and its impact on machine learning.

Outlines

This dissertation is organized as follows:

• Chapter 1defines the concept of IoT, presents the enabling technologies that motivate the

emergence of IoT, and introduces common applications and elements of IoT.

• Chapter 2presents the different IoT security attacks, their definitions and purposes.

• Chapter 3 introduces the concepts and techniques of machine learning.

• Chapter 4 presents the experimental results and discussion.

• conclusion conclusion general.
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Chapter 1

Generalities on IoT

1.1 Introduction

Over the past few years,the IoT has gained significant attention since it brings potentially tremen-

dous benefits to the human.The concept of the IoT has been introduced by Kevin Ashton in

1999,it aims to connect anything at anytime in anyplace.”Things” in IoT are embedded with

sensing, processing and actuating capabilities and cooperate with each other to provide smart

and innovative services autonomously.The IoT spans many diverse application domains such

as home automation, environmental monitoring, healthcare, and so on.The primary objective

of the IoT is unification of these numerous diverse application domains under the same um-

brella referred as smart life.The architecture of IoT supports a large number of heterogeneous

devices and integrates various communication technologies that enable the connectivity of IoT

devices to provide the required services to end-users.The present chapter provides an overview

of fundamental concepts of IoT.It introduces the IoT definition, potential applications and ar-

chitecture including major elements and protocols used in IoT [11].

1.2 Internet of things definition

Internet of things (IoT) is a collection of many interconnected objects,services, humans,and de-

vices that can communicate,share data,and information to achieve a common goal in different

areas and applications [1].
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1.3 IoT Applications

The IoT provides a large number of applications to enhance peoples’ daily lives and activities.

• Home automation: or smart building is called as domotics.By using a centralized hub

generally a smart phone (which contains sensors like accelerometer),the various things in

the home can be controlled.That is,smart television,air conditioner,water heaters,lights,

fans etc.. will be connected to the smart phone using NFC ,Bluetooth,Zigbee or any other

short range low power protocols [2].

• Fleet management: The manger of the fleet can schedule the vehicles and drivers based

on the business requirements and the real-time position information collected by the ve-

hicles [3].

• Agriculture Smart farms:are a fact.The quality of soil is crucial to produce good crops,

and the Internet of Things offers farmers the possibility to access detailed knowledge and

valuable information of their soil condition.Through the implementation of IoT sensors,a

significant amount of data can be obtained on the state and stages of the soil.Information

such as soil moisture,level of acidity,other chemical characteristics,helps farmers control

irrigation,make water use more efficient, specify the best times to start sowing,and even

discover the presence of diseases in plants and soil [4].

• Remote medical monitoring: IoT can analyze the recur-ring indicator data collected from

the device placed on patients’ body and provide the users with health trends and health

advice [3].

• Smart Cities: The IoT has the potential to transform entire cities by solving real problems

citizens face each day.With the proper connections and data,the Internet of Things can

solve traffic congestion issues and reduce noise,crime,and pollution [5].
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Figure 1.1: IoT Applications.

1.4 IOT architecture

The architecture of IoT is not standardized, typical IoT architecture has three layers: perception,

network and application [12] as shown in Fig. 1.2.

Figure 1.2: Three-layered IoT architecture.
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1.4.1 Perception Layer

The perception layer is also known as the “Sensors” layer in IoT.The purpose of this layer is to

acquire the data from the environment with the help of sensors and actuators.This layer de-

tects,collects,and processes information and then transmits it to the network layer.This layer

also performs the IoT node collaboration in local and short range networks [1].

Radio frequency identification (RFID)

Radio Frequency Identification (RFID) is a type of passive wireless technology that allows for

tracking or matching of an item or individual.It has three parts:tags,reader and a database. The

tags are attached to the objects and read the state of the objects while a reader is used to read

the information from tags [6].

Figure 1.3: RFID technology.

Wireless Sensor Networks

Wireless Sensor Network (WSN) technology uses interconnected smart devices for sensing and

monitoring.Its applications include environmental monitoring,medical monitoring,industrial

monitoring,traffic monitoring,etc [7].

1.4.2 Network Layer

The network layer of IoT serves the function of data routing and transmission to different IoT

hubs and devices over the Internet.At this layer,cloud computing platforms,Internet gateways,switching,and

routing devices etc.operate by using some of the very recent technologies such as WiFi,LTE,Bluetooth,3G,Zigbee
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etc.The network gateways serve as the mediator between different IoT nodes by aggregating,filtering,and

transmitting data to and from different sensors [1].

6LoWPAN

6LoWPAN is a somewhat contorted acronym that combines the latest version of the Internet

Protocol (IPv6) and Low-power Wireless Personal Area Networks (LoWPAN).6LoWPAN,therefore,

allows for the smallest devices with limited processing ability to transmit information wire-

lessly using an internet protocol.It’s the newest competitor to ZigBee. The concept was cre-

ated because engineers felt like the smallest devices were being left out from the Internet of

Things.6LoWPAN can communicate with 802.15.4 devices as well as other types of devices on

an IP network link like WiFi.A bridge device can connect the two [8].

Figure 1.4: 6LoWPAN technology.

ZigBee

Zigbee is follows IEEE 802.15.4 standard.It is a short range (around 20meters) protocol, used to

create a small network.It is generally used in home automation [3].

BLE

BLE has a simpler design than Bluetooth,focusing mainly on health and medical applications.Compared

to Classic Bluetooth,BLE is intended to provide considerably reduced power consumption and

cost,while maintaining a similar communication range.The ultra-low power requirement of BLE

makes it ideal for small devices,including wearable technologies,in which minimal battery life

requirement and small form factor are critical design and engineering considerations [9].
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Figure 1.5: BLE technology.

LoRaWAN

Long range wide area network (LoRaWAN) has the potential for long range communications in

sustainable health IoT applications (e.g., the LoRa) It also supports 868 MHz frequency and 915

MHz spectrum operation with data rates of more than 50 kb/s [10].

1.4.3 Application layer

Application layer defines all applications that use the IoT technology or in which IoT has de-

ployed.The applications of IoT can be smart homes, smart cities,smart health,animal tracking,

etc.It has the responsibility to provide the services to the applications.The services may be vary-

ing for each application because services depend on the information that is collected by sensors

[6].

CoAP

Since IoT devices are resource-constrained, HTTP protocol is not suitable for low power de-

vices due to its complexity.CoAP was designed to include features of HTTP dedicated to IoT

devices.CoAP is a messaging protocol based on representational state transfer (REST) architec-

ture. It has four message types: confirm-able, non confirm-able, acknowledgment and reset. It

provides features that are not available on HTTP such as push notification(i.e., the server can

store the list of devices) [11].
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MQTT

MQTT (Message Queue Telemetry Transport) is a machine to machine IoT protocol.It is used in

cloud based and fog based architectures.The important feature of this protocol is,it can transmit

information from one source to many users (one to many function) via an intermediate node

[3].

1.5 Conclusion

Connected Things have become pervasive for every individual. In fact, the IoT benefits has hu-

man life evolving with the Things. IoT is in smart cities (e.g. smart parking), smart environment

(e.g. for air pollution), in smart metering (e.g. smart grid), etc.They are in every domain even in

critical ones like military, health care and buildings security.

In this chapter, we have introduced the IoT network and presented its enabling technologies

that motivate to the emergence of IoT. Moreover, we reviewed different applications provided

by the IoT paradigm and discussed the major elements and protocols integrated in the three-

layered IoT architecture.

In next chapter, we focus on security vulnerabilities and requirements for IoT. We present

different security attacks that threaten the IoT environments.and later provide a valuable tax-

onomy to highlight the security threats of IoT.
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Chapter 2

Presentation of security issues in IoT: A

focus on Botnets

2.1 Introduction

The increasing number of Internet of Things (IoT) devices, combined with their limited capa-

bilities, have led to the proliferation of malware targeting IoT devices [38]. The majority of IoT

malware simply takes advantage of weak built-in defenses and factory default credentials to

compromise devices and to turn them into a bot, i.e.,remotely controlled device connected to a

centralized control entity [38]. When an IoT device joins a botnet, that device is used for differ-

ent purposes, including launching Distributed Denial-of-Service (DDoS) attacks. This chapter

presents the different IoT security attacks, their definitions and purposes.

2.2 IoT security attacks

The enormous growth in the IoT has widely attracted the cyber-attackers that take advantage

of the vulnerabilities and scarce resources of IoT devices so that to launch various security

breaches. To include the security requirements carefully into the IoT systems, it is firstly nec-

essary to analyze the IoT vulnerabilities and attacks. The IoT is prone to various types of attacks

since it combines different existing technologies such as WSN and RFID. we going to explained

different security attacks that threaten the IoT networks in the following subsections.

• Man in the middle attacks: Man in the middle attackers pretend to be a part of the com-

10



Presentation of security issues in IoT: A focus on Botnets

munication systems where the attackers are directly connected to another user device

Therefore, it can easily interrupt communications by introducing fake and misleading

data in order to manipulate original information [13].

Figure 2.1: Man in the middle attacks.

• Malicious Scripts:Usually the IoT network is connected to the Internet. The user that

controls the gateway can be fooled into running executable active-x scripts which could

result in a complete system shut down or data theft [16].

• Data tampering:In data tampering, the attackers manipulate the user’s information in-

tentionally to disrupt their privacy using unwanted activities.The IoT devices that carry

important user’s information such as location, fitness, billing price of smart equipment

are in great danger to encounter these data tampering attacks [14].

• Node Tampering:The attacker can cause damage to a sensor node, by physically replacing

the entire node or part of its hardware or even electronically interrogating the nodes to

gain access and alter sensitive information, such as shared cryptographic keys (if any) or

routing tables, or impact the operation of higher communication layers [15].

• Sybil Attack: In this attack, malicious node that takes the identities of multiple nodes and

acts as them. For e.g. in Wireless Sensor Network, voting system single node can vote

many times [17].
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Figure 2.2: Sybil Attack.

• RFID Spoofing: An adversary spoofs RFID signals. Then it captures the information

which is transmitted from a RFID tag. Spoofing attacks give wrong information which

seems to be correct and that the system accepts [18].

• RFID Cloning: In this attack, adversary copying data from pre-existing RFID tag to an-

other RFID tag.It does not copy original ID of RFID tag.The attacker can insert wrong data

or control the data passing via the cloned node [19].
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Figure 2.3: RFID Cloning .

• RFID Unauthorized Access: If the correct authentication is not provided in the RFID sys-

tems,then theadversary can observe, alter or remove information on nodes [19].

• Jamming attack: Attackers send fake signals to interrupt the ongoing radio transmissions

of IoT devices and further deplete the bandwidth, energy, central processing units (CPUs),

and memory resources of IoT devices or sensors during their failed communication at-

tempts [20].

• Replay attack: An attacker my capture a signed packet, and even if it cannot decrypt it,it

may gain the trust of the destined entity by re-sending the packet at a later time. Replay

attacks can be circumvented by using message sequence numbers and message authen-

tication code (MAC) [21].
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Figure 2.4: Replay attack .

• Denial of Service (DoS) DDoS attack is the most common cyberattack in which attacker’s

computers send large number of malicious traffic to the target server at the same time to

overwhelms the target network [39]. DDoS attacks intend to significantly interrupt nor-

mal functioning of target server by flooding the target device with massive traffic such as

fraudulent request to over saturate its capacity causing a disruption or denial of service to

the legitimate traffic [40]. DDoS attacks affect the server’s system resources such as CPU,

memory and can also cause the network bandwidth to saturate with large number of traf-

fic, as a result, legitimate computers are going to be denied service because the server is

preoccupied in dealing with DDoS attack. Hackers use botnet to launch DDoS attack. IoT

devices get involved in DDoS attack after they gets infected by the malicious software that

the attacker distributes over the internet. Infected IoT devices acts as a bot and they are

used by the attacker to launch DDoS attacker [41].
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Figure 2.5: Ddos Attack [41].

• Botnet formation: In this attack, machine in the network gets converted into a bot (i.e.,

software robot).This bot finds more vulnerable nodes and converts them into bot and

forms botnet.This is a looping process. Eventually, all the machines in the network be-

come a bot. Using botnet you can gain control on the network, data can be hacked and,

DDOS attack can be performed The system will be not available/loss of confidentiality or

can result in loss of integrity [25].

Figure 2.6: Botnet attack.

• Blackhole attack:Insert a new node or compromise the node in the existing network so

that all the neighbors of this node will change the routing table and transmit the data
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from this node only.The node once received the packet will never forward it Loss in data

the impact of this attack Access to private data and join the network [25].

• Wormhole attack: Create a false one-hop transmission (tunnel) to deliver more data through

this tunnel this attack Breach the data confidentiality and launch additional attacks [26].

• routing attack: These are immediate attacks that the enemy by spoofing, replaying or

changing routing data can con-volute the system and make routing loops, permitting or

dropping movement,sending the false error messages, shortening or amplifying source

courses or notwithstanding parceling the network [27].

• Spear Phishing Attack: It is an email spoofing attack in which victim,a high ranking per-

son,is lured into opening the email through which the adversary gains access to the cre-

dentials of that victim and then by retrieves more sensitive information [29].

Figure 2.7: Spear Phishing Attack.

• Malicious Code Injection: Malicious Code Injection: An attacker can leverage the attack

on the system from end-user with some hacking techniques that allows the attacker to

inject any kind of malicious code into the system to steal some kind of data from the user

[29].
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Figure 2.8: Malicious Code Injection.

• data transit attack: Various attacks like sniffing, Man in the middle attacks on the integrity

& confidentiality during data transit [30].

• Sniffing Attack: A sniffer application is introducing by the attacker into the system which

collect all the information from the network about the devices and communication [28].

Figure 2.9: Sniffing Attack.

2.3 IoT security threats

In this section, we focus on the security vulnerabilities of IoT at the three layers. Levels examine

the security issues of IoT at the three layers. Perception layer threats address the security attacks
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within major elements of IoT such as WSNs and RFID. Network layer threats analyze vulnerabil-

ities of the aforementioned communication protocols. Application layer threats include attacks

related to IoT software and end-user devices.

2.3.1 Preception Layer Attacks

Hardware attacks are the most common attacks on perception layer. Perception layer generally

includes WSN, RFID, zigbee and other kind of sensors.The attacker needs to be in the network or

physically close to the nodes of the IoT system. Some of the common attacks on the perception

layer are blackhole, wormhole, sybil, denial of service (DoS) [27].

2.3.2 Network Layer Attacks

This layer involved in the transmission of data across the network, which it receives from the

perception layer. Thread for this layer is increased because this layer is receiving data from

different heterogeneous devices. Which increase the security threads. Operation of IoT network

layer is same as TCP/IP which will come with the same problems that we are facing in TCP/IP

network layer model Different attacks on the network layer are possible which include, DoS

Attack, Storage attack, man in middle attack routing attack and data transit attack. These attacks

can create a challenging situation for IoT environment [28].

2.3.3 Application layer Attacks

Application layer mainly includes the devices for effective decision making. Each of these has

some vulnerability which leads to be an issue of the security of IoT. The attacker is likely to

destroy privacy in the application layer by a known vulnerability (e.g., buffer overflow, cross

site scripting, and SQL injection), error configuration (e.g., simple password), or improperly

obtained higher permission access. Some of the common attacks on the Application layer are

Denial of Service Attack,Spear Phishing Attack,Sniffing Attack,Malicious Code Injection [29].
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2.4 Overview of IoT Botnet

IoT bot represents a software robot which scans for vulnerable devices and once found converts

it into bot just like a traditional bot.It is an automated process of extending malware.IoT botnet

is a network of bot, i.e., infected machines.IOT botnet is controlled by botmaster who execute

coordinated activities with the help of these bots.The coordinated activity could be DDOS at-

tack, spamming, phishing campaign, click fraud, and spyware.IoT devices turn into bot due to

lack of primitive security, virus infection, or opening a malicious email attachment [32].

2.4.1 Types of Botnet based on the architecture

Centralized Botnets

The old approach used by Botnet for their Command and control (C&C) architecture was the

centralized mechanism (hierarchical). In this approach, the Bot-master (attacker) distributes

the command over the Botnet via various Bot-Controllers in order to hide attacker’s real identity.

The uses of multiple Bot-Controllers prevent security professionals from shutting down C&C

channel shown in Fig. 2.10. In Figure, the Bot-Controller retrieves the command from the Bot-

master and then Bot-controller distributes these commands further to all the Bots in the Botnet

[33].
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Figure 2.10: Illustration of a centralized Botnet[33].

Peer to Peer (P2P) Botnet Architecture

To remove the draw backs of centralized architecture, the hacker’s focused on the peer to peer

model characteristics for Botnet, which is actually hard to manage for the Supervisor-Bot but

also hard to detect, monitored and blocked by security managers. Supervisor-bot transfer com-

mand to an infected zombie peer who transfers it to other peers, acting both as Supervisor-bot

and zombie army soldier. Similarly it can transfer commands from any zombie, which lead to

a slow but effective undetectable communication between zombie army [34]. Examples of bots

using P2P are Phatbot and Peacomm.

P2P uses several controllers for hiding and not to be seized and closed along with encrypted

keys for misuse of the technology other than the supervisor-bot. It works in various phases and

periods without using bandwidth significantly at same time. Data mining technique gave some

promising results in detecting P2P attacks [35].
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Figure 2.11: P2P Architecture [35].

2.4.2 Mirai

On October 2016, the largest DDoS attack was launched on DNS service provider (Dyn) by using

an IoT botnet. The botnet was made possible by a malware named Mirai which led to shutdown

of huge portions of the Internet including Twitter, Netflix etc [36].

Mirai Botnet Principle and Working

The main goal of the Mirai botnet is to perform a DOS attack. Fig. 2.12 depicts the working of

Mirai. It can compromise IoT devices very efficiently. The command and control server runs

two-socket listeners: one for Telnet connections and one for a programmatic API. The Telnet

socket will listen on port 23 and route any valid connections to it to the appropriate bot or admin

handler.(CnC) a portion of Mirai is written in Go, an efficient and compiled language made by

Google. The API socket will listen on port 101 and route any valid attack commands sent to it

to the connected bots. Each connected bot will scan the Internet for new vulnerable devices.

When one is discovered, the credentials, IP address, and port used to gain access to it are sent

to a loader server. This loader will output the information to the console to allow the data to be

optionally stored into a file as well, and then will use the information to download and execute
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the malware on the device [32].

Figure 2.12: Mirai workflow [32].

2.5 Security concepts

The term security subsumes a wide range of different concepts [31] In the first place, it refers to

the basic provision of security services including:

• Privacy: Privacy such as identity or commercial interest of an individual user should be

protected by the secure IOT system [37].

• Authorization: The process of determining whether someone or something is, in fact,

who or what it is declared to be. We distinguish two kind of attacks related to authentica-

tion namely, impersonation attack where an attacker pretends to be another entity, and

Sybil attack where the attacker uses different identities at the same time [31]
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• Integrity: Integrity property ensures that only authorized users can modify the informa-

tion of the IoT devices while using a wireless network for communication [13].

• Authentication: The process of determining whether someone or something is, in fact,

who or what it is declared to be. We distinguish two kind of attacks related to authentica-

tion namely, impersonation attack where an attacker pretends to be another entity, and

Sybil attack where the attacker uses different identities at the same time [31].

• Confidentiality: Sensitive Information shall not be leak to any unauthorized reader by

using an RFID electronic tag [37].

• Non-repudiation: Set of means and techniques to prove the involvement of an entity in

a data exchange. Attacks on non-repudiation consist of a denial of participation in all or

part of communications [31].

• Availability: An authorized user can able to use various services provided by IOT and can

prevent DOS attack for the availability of the services. DOS attack is major cause for threat

to the availability [37].

2.6 Conclusion

With the gradual popularization of the Internet of Things in everyday life, the security of IoT

faces more and more challenges. In this chapter, we analyzed the security vulnerabilities and

threats of IoT networks Where Botnets have played an important role as a major security threats

on the Internet of Things. That is why one has to work in advance then the hackers not only on

its after effect but before the attacks are done. In next chapter, we present solution Which is Ma-

chine learning algorithms that have been proposed to achieve security requirements in IoT.We

also review related works that address the security of IoT systems using machine learning.
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Chapter 3

Study of the proposed solutions to overcome

Botnets

3.1 Introduction

Machine learning is used to teach machines how to handle the data more efficiently.Sometimes

after viewing the data,we cannot interpret the pattern or extract information from the data.In

that case,we apply machine learning [42].With the abundance of datasets available,the demand

for machine learning is in rise [43].

The value of machine learning is that it allows you to continually learn from data and predict

the future.This powerful set of algorithms and models are being used across industries to im-

prove processes and gain insights into patterns and anomalies within data [44].Machine learn-

ing (ML) algorithms have been widely used in many applications domains,including advertis-

ing,recommendation systems,computer vision,natural language processing,and user behavior

analytics [45].In this chapter,we will be learning about the concepts and techniques of machine

learning.

3.2 Definition of Machine Learning

Machine learning is defined by (Arthur Samuel, 1959) as the field of study that gives computers

the ability to learn without being explicitly programmed. from this definition we can see that

we can perfectly apply it to the text classification problems. The following Fig. 3.1 shows an
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overview of classes of some machine learning algorithms in the field [64].

Figure 3.1: Machine Learning Algorithms [64].

3.3 Development of Machine Learning

The following table 3.1 depicts the illustrious, expansive and practical development of machine

learning.
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Table 3.1: Development of ML.

1950 Alan Turning created “Turning Test” to check a machine’s intelligence. In

order to pass the Turning Test,the machine should be able to convince

humans that there they are actually talking to a human and not a machine

[46].

1952 Samuel created a highly capable learning algorithm than can play the

game of Checkers with itself and get self-trained [46].

1956 Martin Minsky and John McCarty with Claude Shannon and Nathan

Rochester organized a conference in Dartmouth in 1956 where actually

Artificial Intelligence was born [46].

1958 Frank Rosenblatt created Perceptron, which laid the foundation stone for

the development of Artificial Neural Network (ANN)[46].

1967 The Nearest Neighbor Algorithm was proposed which could be used for

“Pattern Recognition” [46].

1979 Stanford University students developed “Stanford Cart”,a sophisticated

robot that could navigate around a room and avoid obstacles in its path

[46].

1981 Explanation Based Learning (EBL) was proposed by Gerald Dejong,

whereby,a computer can analyze the training data and create rules for

discarding useless data [47].

1985 NetTalk was invented by Terry Sejnowski,[48]which learnt to pronounce

English words in the same manner that children learn.

1990s The focus of Machine Learning shifted from Knowledge-driven to Data

Driven. Machine Learning was implemented to analyze large chunks of

data and derive conclusions from i t[49].

1997 IBM invented the Deep Blue computer which was able to beat World

Chess Champion Gary Kasparov [46].

2006 The term “Deep Learning” was coined by Geoffery Hinton which referred

to a new architecture of neural networks that used multiple layers of neu-

rons for learning [46].
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2011 IBM’s Watson,built to answer questions posed in a natural lan-

guage,defeats a Human Competitor at Jeopardy Game [46].

2012 Jeff Dean from Google,developed GoogleBrain, which isa Deep Neural

Network to detect patterns in Videos and Images [46].

2014 Facebook invented the “DeepFace” algorithm based on Deep Neural Net-

works capable ofrecognizing human faces in photos [46].

2015 Amazon proposed its own Machine Learning Platform. Microsoft created

“Distributed Machine Learning Toolkit” for efficient distribution of ma-

chine learning problems to multiple computers to work parallel to find a

solution.Elon Musk and Sam Altman,created a non-profit organization-

OoeaAI,with the objective of using Artificial Intelligence to serve human

beings [46].

2016 Google proposed DeepMind which is regarded as the most complex

Board Game.Google AlphaGo program becomes the first Computer Go

program to beat a professional human player.It is based on the combina-

tion of machine learning and tree searching techniques [50].

2017 Google proposed Google Lens,Google Clicks,Google Home Mini and

Google Nexus based phones which use Machine Learning and Deep

Learning Algorithms Nvidia proposed NVIDIA GPUs-The Engine of Deep

Learning.Apple proposed Home Pod which is a Machine Learning Inter-

active device [46].

3.4 The Generic Model of Machine Learning

The generic model of machine learning consists of six components independent of the algo-

rithm adopted.The following Fig. 3.2 depicts these primary components[46].
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Figure 3.2: Components of a Generic Machine Learning model [46].

Each component of the model has a specific task to accomplish as described next.

• Collection and Preparation of Data: The primary task of in the machine learning process

is to collect and prepare data in a format that can be given as input to the algorithm.A large

amount may be available for any problem. Web data is usually unstructured and contains

a lot of noise, i.e., irrelevant data as well as redundant data. Hence the data needs to be

cleaned and pre-processed to a structured format [46].

• Feature Selection: The data obtained from the above step may contain numerous fea-

tures, not all of which would be relevant to the learning process. These features need to

be removed and a subset of the most important features needs to be obtained [46].

• Choice of Algorithm: Not all machine learning algorithms are meant for all problems.

Certain algorithms are more suited to a particular class problem as explained in the pre-

vious section. Selecting the best machine learning algorithm for the problem at hand is

imperative in getting the best possible results [46].

• Selection of Models and Parameters: One important step to select a model to fit the col-

lected data is to categorize the problem [66].

• Training: in this step we train our model to improve its performance for better outcome

of the problem.We use datasets to train the model using various machine learning algo-

rithms.Training a model is required so that it can understand the various patterns, rules,and

features [65].
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• Performance Evaluation: Before real-time implementation of the system, the model must

be tested against unseen data to evaluate how much has been learnt using various perfor-

mance parameters like accuracy, precision and recall [46].

3.5 Machine Learning Paradigms

Depending on how an algorithm is being trained and on the basis of availability of the output

while training,machine learning paradigms can be classified into ten categories.we going to ex-

plained some of this paradigms in the following subsections [46].

3.5.1 supervised learning

Supervised learning is a machine learning technique for learning a function from training data.The

training data consist of pairs of input x objects (typically vectors),and desired outputs y.The out-

put of the function f can be a continuous value (called regression),or can predict a class label of

the input object (called classification) [51].

the goal is to obtain an optimal predictive model function f ∗ to minimize the cost function

L ( f (x), y)that models the error between the estimated output and ground-truth labels.The pre-

dictive model function f varies based on its model structure.with limited model architectures

determined by different hyper-parameter configurations,the domain of the ML model function

f is restricted to a set of functions F.Thus,the optimal predictive model f ∗ can be obtained by

[52]:

f ∗ = argmin
f ∈F

1

n

n∑
i=1

L ( f (xi ), yi )

Many different loss functions exist in supervised learning algorithms,including the square of

Euclidean distance,cross-entropy,information gain,etc [45].

3.5.2 Unsupervised Learning

Unsupervised learning is a type of machine learning where manual labels of inputs are not

used.Unsupervised learning means we are only given the input Xs and some (ultimate) feedback

function on our performance.We simply have a training set of vectors without function values

29



Study of the proposed solutions to overcome Botnets

of them.The problem in this case,typically is to partition the training set into subsets,≡1 ... ≡R ,in

some appropriate way [51].

3.5.3 Reinforcement Learning

Reinforcement learning is a type of learning which makes decisions based on which actions to

take such that the outcome is more positive.The learner has no knowledge which actions to take

until it’s been given a situation.The action which is taken by the learner may affect situations and

their actions in the future.Reinforcement learning solely depends on two criteria: trial and error

search and delayed outcome [53].The general model [54]for reinforcement learning is depicted

in the Fig. 3.3.

Figure 3.3: The Reinforcement Learning Model [54].

In Fig. 3.3,the agent receives an input i,current state s,state transition r and input function

I from the environment.Based on these inputs,the agent generates a behavior B and takes an

action a which generates an outcome [43].

One of the most common applications of reinforcement learning is in robotics or game play-

ing,also the algorithm that is being used for self-driving cars [44].
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3.5.4 Artificial Neural Network

The neural network (or artificial neural network or ANN) is derived from the biological con-

cept of neurons.A neuron is a cell like structure in a brain.A neuron is a cell like structure in a

brain [43].A neuron consists of four parts,namely dendrites (receptor),some (processor of elec-

tric signal),nucleus (core of the neuron) and axon (the transmitting end of the neuron) [46].The

dendrites receive electrical signals.Some processes the electrical signal.The output of the pro-

cess is carried by the axon to the dendrite terminals where the output is sent to next neu-

ron.The nucleus is the heart of the neuron.The inter-connection of neuron is called neural net-

work where electrical impulses travel around the brain.An artificial neural network behaves the

same way [43].Analogical to a biological neural network, an ANN works on three layers: input

layer, hidden layer and output layer [46].There are basically three types of artificial neural net-

work:supervised,unsupervised and reinforcement [55].

3.6 Machine Learning Algorithms

3.6.1 Supervised Learning

Decision Tree

Decision trees are those type of trees which groups attributes by sorting them based on their

values.Decision tree is used mainly for classification purpose.Each tree consists of nodes and

branches.Each nodes represents attributes in a group that is to be classified and each branch

represents a value that the node can take [56].An example of decision tree is given in Fig. 4.4

[43].
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Figure 3.4: Decision Tree [43].

Naive Bayes

The Bayesian classification is another method of the supervised learning methods as well as

the statistical method for classification.Assumes an underlying probabilistic model and it al-

lows capturing uncertainly about the model in a principled way by determining probabilities

of the outcomes.The basic purpose of the Bayesian classification is that it can solve predictive

problems.This classification provides practical learning algorithms and can combine observed

data.Bayesian classification provides useful perspective for understanding and evaluating learn-

ing algorithms.It calculates explicit probabilities for hypothesis and it robust the noise in in-

put data. Let’s consider a general probability distribution of two values P (x1, x2).Using Bayes

rule,without loss of generality we get this equation:

P (x1, x2) = P (x1|x2)P (x2)

Similar,if there is another class variable c,we get the next equation[57]:

P (x1, x2|c) = P (x1|x2,c)P (x2|c)
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If the situation is generalized with two variables to a conditional independence assumption for

a set of variablesx1...xN conditional on another variable c,we get the following [91]:

P (x|c) =
N∏

i=i
P (xi |c)

Logistic Regression

This technique in machine learning which is called logistic regression was borrowed from the

field of statics, as it is very suitable for technique for binary classification or bi-class prob-

lems(problems that have 2 classes of values for classification). The name for logistic regression

was brought from a function in mathematics and statics called the logistic function also called

the sigmoid function,this logistic function was invented by statisticians for the purpose of de-

scribing the properties of growth of populations in ecology,the fast increase and reaching the

maximum carying capacity of the envitonment, Logistic function is an shaped as an S-shape

curve with is capable of mapping any real-valued number into a value between 0 and 1, and not

touching those limits [63].
1

1+e−value

Where e is representing the natural logarithm, or Eulers number (EXP()) and value is the

transformable numerical value, we see bellow a plot 5 that transforms numbers between -8 and

8 into a range of 0 to 1 using the sigmoid or logistic function.

Figure 3.5: Logistic function transformation example [64].

Despite the name Logistic regression it is considered as a classification algorithm, we use
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it when we have dependent variable the are binary, this means they can be either one of tow

categories or values for example yes or no , true or false, one or zero. It combines weighted

input features in a linear fashion which applied to the sigmoid function.This sigmoid function

is main player of logistic regression and it can map value into the range of 0 to 1. Representing

Hypothesis When representing or using the linear regression we use the following formula [64]:

h(x) =β0 +β1x

In other hand when using logistic regression the previous formula will be modified a bit as the

following [64]:

σ(Z ) =σ(β0 +β1X )

Finally we get the end hypotheses for logistic regression as follows[64]:

h(x) = 1

1+e(−(β0 +β1X ))

K -Nearest Neighbor (kNN)

K-nearest neighbor (kNN) is one of the modest and conventional non-parametric techniques

for classifying samples.It calculates the approximate distances between various points on the

input vectors,and then assigns the unlabeled point to the class of its K-nearest neighbors [59].

Assuming the training set T = {(x1, y1), (x2, y2), ..., (xn , yn)}, xi is the feature vector of an in-

stance,and yi ∈ {c1,c2, ...,cm} is the class of the instance,for a test instance i = (1,2, ...,n),its class

y can be denoted by [45]:

argmaxc j

∑
xi∈NK (x)

I (yi = c j ), i = 1,2, ...,n; j = 1,2, ...,m.

.

where I(x) is an indicator function,I=1 when yi = c j ,otherwise I=0;NK (x) is the field involving

the k-nearest neighbors of x [45].

In the process of creating kNN classifier,(k) is an important parameter and various (k) values

can cause various performances [59],If k is too small,the model will be under-fitting;if k is too
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large,the model will be over-fitting and require high computational time [45].

3.6.2 Unsupervised Learning

K-Means

K-means algorithm is a traditional clustering algorithm.It divides the data into k clusters, and

guarantee that the data within the same cluster are similar, while the data in a various clusters

have low similarities [59].

K-Means algorithm is be employed when labeled data is not available.General method of

converting rough rules of thumb into highly accurate prediction rule [60].

3.7 Applications of Machine Learning

Research shows that machine learning technology has been widely used in marketing,finance,and

network analysis.

In the field of marketing, machine learning technology is more widely used in the area of

tasks classification-and-related; in the field of finance,machine learning technology is more

widely used in tasks of forecasts;in the field of network analysis,machine learning technology

is used in the relating tasks;in the field of telecommunications,machine learning technology is

widely used in the tasks of classification,prediction and spy.In addition,machine learning is also

applied in the field of data mining combination with other applications,the typical methods

are based on the neural network initialization,the application of evolutionary computation in

machine learning research,the study of level classification of machine learning, and machine

learning based on rough set and so on [61].

3.8 Conclusion

Today each and every person is using machine learning knowingly or unknowingly.From get-

ting a recommended product in online shopping to updating photos in social networking sites.

In this chapter,we introduced the introduction to most of the popular machine learning algo-
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rithms. In next chapter we will apply some of machine learning algorithms Then,we compare

the use techniques in terms of detection efficiency and decide about the most suitable tech-

nique.
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Chapter 4

Scope on the realized solution

4.1 Introduction

In October 2016,the Mirai botnet took down domain name system provider Dyn,waking much

of the world up to the fact that Internet of Things devices could be weaponized in a massive

distributed denial of service (DDoS) attack.

Although DDoS attacks have been around since the early days of the modern internet, IT

communities around the globe came to realize that IoT devices could be leveraged in botnet

attacks to go after all kinds of targets.

The security measures that have been used become vulnerable with the vulnerability of IoT

devices.that’s why we must adopted Modern security tactics on IoT network to keep IoT entities,

organizations, and individuals safe.Machine learning technology based network traffic classifi-

cation has become a hot topic and has achieved encouraging results in intrusion detection.

In this paper,a methodology for botnet detection is presented that comprises data prepro-

cessing,and SMOTE technique to balance the data-set class.Also,feature engineering was done

upon analyzing machine learning algorithms for classification.We presented the effect of imbal-

ance data and number of feature selected and its impact on machine learning.

4.2 Related Works

The research on solving DDos botnet attack in Iot is widely discussed in the literature.

Narasimha et al.[84] used anomaly detection along with the machine learning algorithms
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for bifurcating the normal and attacked traffics. For the experiment, real-time datasets were

used. Famous naive Bayes ML algorithm was used for classification purpose.The results were

compared with existing algorithms like J48 and random forest (RF).

Liang X in et al. 2018, in [85] studied the security models for the Internet of Things (IoT)

using machine learning techniques.They studied, and reviews mostly review technique for IoT

security based on ML techniques.

Tao [86] uses entropy change to detect attacks in traffic. Once the detection system detects

an attack, it will block or limit abnormal traffic and isolate the attacker’s location. Information

distance is employed to differentiate DDoS attacks from flash crowds.If the information dis-

tance in the suspicious flow is less than a given threshold, it will be described as a DDoS attack,

otherwise it is a network transient congestion.

Olivier Brun et al.[87] worked in the area of Internet of Things (IoT) to detect the DDoS at-

tack. The author implemented one of the famous deep learning techniques, i.e., random neural

network (RNN) technique for detection of the network.This deep- learning-based technique ef-

ficiently generates more promising results compared to existing methods.

Fok et al.[88] suggested a Botnet traffic detection technique based on machine learning. The

research relies on multilayer perceptrons and decision trees on network traffic analysis for de-

tecting traffic automatically. The researchers have used recall and false positive rate(FPR) to

justify the results. The results specify that use of Decision Trees instead of the existing threshold-

based decision maker may be used effectively to increase the recall of the framework, while the

FPR is reduced to almost zero.

4.3 Research approach

In this section we describe the procedures followed during the botnet detection model

creation.
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Figure 4.1: Proposed Model.

4.3.1 BoT-IoT dataset

In this project, we used Bot-IoT dataset [67] for the selection of effective machine learning

(ML) algorithm to detect DDos botnet threat in the internet of thing (IoT).

The BoT-IoT dataset was created by designing a realistic network environment in the Cy-

ber Range Lab of UNSW Canberra. The network environment incorporated a combination of

normal and botnet traffic.The dataset’s source files are provided in different formats,including

the original pcap files,the generated argus files and csv files.The files were separated, based on

attack category and subcategory,to better assist in labeling process [68].

The captured pcap files are 69.3 GB in size,with more than 72.000.000 records. The extracted

flow traffic,in csv format is 16.7 GB in size.The dataset includes DDoS, DoS,OS and Service

Scan, Keylogging and Data exfiltration attacks, with the DDoS and DoS attacks further orga-

nized,based on the protocol used [68].
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Different supervised MLAs were used(Decision Tree,Naive Bayes,Logistic Regression,K-Nearest

Neighbor) on different combination of Botnet dataset and benchmarked the result to select a

best algorithm for our model.

The dataset we used contain 92.3 MB,there’s major contrast in this dataset it contains more

than 99% of botnet traffic while less than 1%normal traffic.

We created another dataset after processing real-time BoT-IoT dataset through SMOTE tech-

nique which provided class balance dataset with equal number of botnet traffic and normal traf-

fic,to compare between the balanced and imbalanced dataset.then we selected different num-

ber of features to compare the performance of our model with those features.

4.3.2 Data preprocessing

Once the data is acquired,the next stage is to preprocess the data in order to bring it in a refined

form. the data preprocessing can often have a significant impact on generalization performance

of a supervised ML algorithm. The elimination of noise instances is one of the most difficult

problems in inductive ML [69].

• Data Cleaning: Or data cleansing,includes operations that correct bad data,filter some

incorrect data out of the data set and reduce the unnecessary detail of data.We undergo

through data cleaning process to identify missing values and delete those rows.We drop

the rows containing null value in BoT-IoT dataset using dropna() function of pandas [70].

• Normalization: Normalization is a "scaling down" transformation of the features.It is im-

portant to maintain a uniform distribution of each attribute values before starting the

learning process.As some feature in our BoT-IoT dataset have data of variant range which

make complex for the model to learn and will cause model learning problem taking it

more time to decide to converge to result.For this purpose we use the MinMax method

[71]. In MinMax the values of features are scaled to the interval [0,1] as follows:

Ynor m = (Y −Yi n)/(Ym ax −Y mi n)

We get Ymin and Ymax by using .min() and .max() functions of pandas.
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• Transformation: In computing, Data transformation is the process of converting data

from one format or structure into another format or structure.In BoT-IoT dataset we use

there are many categorical features containing non-numeric data which needed to be

converted into numeric format for the MLAs to process it as the MLAs we were using were

in algebraic format. We classify two types of fields in Bot-Iot dataset: text fields,and nu-

merical fields We transform the representation for the content of text field.

4.3.3 Feature Engineering

Feature engineering technique can be an important part of the machine learning process as it

has the ability to greatly improve the performance of our models by dimensionality reduction

which thereby minimized the problem of over-fitting. Also,it beneficial in selecting appropriate

features that contain most important information about target variable Appropriate [72].

The whole data-set is trained using Extra Trees Classifier. After training,every feature gets a

feature importance score assigned by the Extra Trees Classifier. This is assigned depending upon

the number of times that feature got selected as the best split for a decision tree, predicting the

majority vote [82]. An Algorithmic Visualization of Extra Trees Classifier is given in Figure. 4.2.

Figure 4.2: Visual Representation of Extra Trees Classifier [82].
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4.3.4 Synthetic Minority over-sampling technique(SMOTE)

SMOTE is an over-sampling technique.This technique increases a number of new minority class

instances by interpolation method.The minority class instances that lie together are identified

before they are employed to form new minority class instances [73]. This technique is able

to generate synthetic instances rather than replicate minority class instances; therefore, it can

avoid the over-fitting problem. The algorithm is described in Fig. 4.3.

Figure 4.3: The Synthetic Minority Oversampling Technique (SMOTE) [73].

4.3.5 Experimental Scenario

we used google colab for model creation and testing ,Colaboratory,or “Colab” for short,is a prod-

uct from Google Research.

Colab allows anybody to write and execute arbitrary python code through the browser,and is

especially well suited to machine learning, data analysis and education.More technically,Colab

is a hosted Jupyter notebook service that requires no setup to use, while providing free access

to computing resources including GPUs [74]. Google Colab provides RAM of 12 GB and a disk

space of 107 GB python 3.7. The model is trained KNN,Decision Tree,Logistic Regression and

BernoulliNB algorithms with the training datasets of 92.3 MB and the accuracy is the bench-

marked to select the best algorithm for our detection system.

the Bot-Iot dataset we used is imbalanced there’s more than 99% of botnet traffic while less

than 1%normal traffic. To make our BoT-IoT dataset we used Synthetic Minority over-sampling

technique also referred to as SMOTE.We implemented MLAs on unbalanced dataset and on

balanced dataset.
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To solve problem of overfitting we select different number of features and compare the per-

formance of our model with those features.

To process the dataset and implement machine learning,i use numerous python libraries.I

mainly used Sklearn, numpy, matplotlib and pandas.

• NumPy: NumPy is a Python library used for working with arrays.It also has functions for

working in domain of linear algebra,fourier transform, and matrices [75].

• matplotlib: Matplotlib is a comprehensive library for creating static, animated,and inter-

active visualizations in Python [76].

• Pandas: Pandas library support data analysis. we use panda’s library to import dataset in

.CSV file format and for data manipulating [77].

• Sklearn: Sklearn: Sklearn library is mainly used to create confusion matrix,to construct

machine learning models, for splitting dataset,to perform data preprocessing and for fea-

ture engineering procedure [77].

4.3.6 Machine Learning Model Evaluation and Cross validation

• Precision: Precision means the positive predictive value.It is a measure of the number of

true positives the model claims compared to the number of positives it claims [78].

• Recall: The recall is known as the actual positive rate which means the number of positives

in the model claims compared to the actual number of positives there are throughout the

data [78].

• Accuracy: It is defined as the ability of the system to correctly classify the attack packet

as an “attack packet” and normal packet as a “normal packet”.It tells about the ratio of

correct predictions with respect to all samples.

Accuracy=((TPs+TNs)/(TPs+TNs+FPs+FNs) * 100).

• F1-Score: F-Score metric combine precision and recall giving a single score value to bal-

ance both the concerns of precision and Recall.F1-Score is analyzed when false positives

and false negatives are important [77].
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Figure 4.4: Confusion matrix, illustrating the calculation of precision, recall,and F1-score [83].

• ROC AUC: AUC - ROC curve is a performance measurement for the classification prob-

lems at various threshold settings.ROC is a probability curve and AUC represents the de-

gree or measure of separability.It tells how much the model is capable of distinguishing

between classes.Higher the AUC,the better the model is at predicting 0 classes as 0 and 1

classes as 1 [80]. the BoT-IoT real dataset is highly imbalance with 733598 Botnet traffic

and 107 Normal traffic in 733705 total data.Classifier always predicting each traffic as bot-

net traffic will still have more than 90 percentage accuracy. So,for effective evaluation of

model, analysis of ROC AUC curve is prefered. The ROC curve is plotted with TPR against

the FPR where TPR is on the y-axis and FPR is on the x-axis.

In order to control the model’s performance, avoid overfitting and to have a gener-alizable es-

timation of the quality of the model obtained we used k-Fold Cross Validation.Cross-validation

is a technique of analyzing independent data set and is used to predict accurately the predictive

model. Generally, cross validation works by partitioning a data into complementary subsets and

performing analysis on the subset. In our research, we perform 5 folds cross validation in order

to obtain the optimum result from the dataset.With 5 fold cross-validation, the data was ran-

domly partitioned into 5 subsamples.From the 5 subsamples, one subsample was retained for

validation and testing; while the remaining 4 subsamples were used for training data.Then, the

cross validation process were repeated 5 times (folds), with each of the 5 subsamples are used

once as the validation data. The 5 results from the folds are then averaged to produce a single

estimation. The advantage of using this technique is,it will repeat the random sub.sampling i.e.

all observations were used for both training and testing and each observation was used exactly

once for validation.
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Figure 4.5: K-fold cross validation with 5 folds [81].

4.4 Experiment and Discussion

To benchmark the performance of MLAs,we implemented classifier algorithms on two set of

BoT-IoT the real dataset "imbalanced" dataset and balanced dataset created by using SMOTE

technology in real dataset.The dataset is divided into two parts,normal traffic and Ddos botnet

traffic Fig. 4.6 shows that the size of the dataset is 92.3 MB ,Fig. 4.7 show the dataset consists

of 19 columns and 733705 rows.Fig. 4.8 shows that the dataset is highly imbalance. Then data

preprocessing was done to get reliable data.In order to get this I drop the rows containing null

values using dropna() function of pandas.
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Figure 4.6: Size of dataset.

Figure 4.7: Size of dataset.

Figure 4.8: Bar graph showing class imbalance in data-set.
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4.4.1 Transformation

In BoT-IoT dataset we use there are many categorical features containing non-numeric data,We

assign numeric values to protocol names and address IP. For subcategory feature, we assign

numbers starting from 0 to 6. Fig. 4.9 and 4.10 shows data before data transformation and

Normalization.

Figure 4.9: First 7 rows of dataset before transformation and Normalization.

Figure 4.10: Before Data Transformation.

Fig. 5.11 and 5.12 shows data After data transformation.
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Figure 4.11: First 7 rows of dataset after transformation.

Figure 4.12: After Data Transformation.

Fig 4.13 shows First 7 rows of dataset after Normalization.

Figure 4.13: First 7 rows of dataset after Normalization.
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4.4.2 Oversampling minority class

The Fig 4.14 shows the implementation of SMOTE technique used to oversample minority class.

Real time BoT-IoT dataset contains 733705 data, out of which 107 belong to Normal traffic

and 733598 belong to Botnet traffic.

After processing data through SMOTE technique, we get 1467196 data containing equal num-

ber of botnet and Normal traffic, that is 733598.This makes the dataset class balanced.

Figure 4.14: Size of dataset before and after SMOTE technique.

4.4.3 Feature Score

After analyzing the dataset,we used feature engineering to select appropriate features. Fig 4.15

shows the most 10 important feature based on ExtraTreesClassifier.

Figure 4.15: Top 10 respective feature score.
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Figure 4.16: Feature Description.

4.4.4 Train-Test Split

The dataset was splitted into train and test to evaluate the performance of model.70 percent of

data were used for training and 30 percent for test.

4.4.5 Comparison of performance of Machine learning algorithms

• Results with Bernoulli Naive Bayes: As seen in Fig. 4.17 for real BoT-IoT dataset, with

BernoulliNB algorithm, we observed 99.98% accuracy but Fig 4.22 shows 50% ROC-AUC,

and Fig. 4.18 shows very low value in recall and f1-score.This evidently showed that ac-

curacy is generally not helpful in imbalanced data. As we have more than 99 percent

botnet traffic and less than 1 percent normal traffic in this dataset this classifier may

possibly classify all samples as 1. Thus, we get high accuracy but low ROC AUC . Af-

ter integrating SMOTE technology,Fig. 4.19,4.21,4.23 showed that we got better value in

precision,recall,f1-score,and ROC AUC. This denotes that after using smote technique the

BernoulliNB algorithm is effective to distinguish botnet and normal traffic.
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Figure 4.17: BernoulliNB model performance without using SMOTE technique.

Figure 4.18: BernoulliNB model performance without using SMOTE technique.

Figure 4.19: BernoulliNB model performance using SMOTE technique.
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Figure 4.20: matrix confusion for BernoulliNB without using SMOTE technique.

Figure 4.21: matrix confusion for BernoulliNB using SMOTE technique.
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Figure 4.22: ROC AUC graph from BernoulliNB model without using SMOTE Technique.

Figure 4.23: ROC AUC graph from BernoulliNB model using SMOTE Technique.

Fig. 4.24 shows BernoulliNB model performance on realtime Class balance dataset using

top 8 feature the accuracy and ROC_AUC get better then using top 10 feature 92.65%,92.64%(Fig.

4.26) respectively.
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Figure 4.24: BernoulliNB model performance using SMOTE technique (8 Feature).

Figure 4.25: matrix confusion for BernoulliNB using SMOTE technique (8 Feature).
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Figure 4.26: ROC AUC graph from BernoulliNB model using SMOTE Technique (8 Feature).

• Results with KNN: Fig. 4.27 shows KNN model performance on imablance dataset we

get good accuracy 99.98% but with low precision and recall,F1-score.as we see in confu-

sion matrix there’s only 13 true positive value,and Fig. 4.31 shows that we get only 72.4%

ROC_AUC ,This validate that accuracy percentage is not enough to validate the model per-

formance. after we used SMOTE technology to balanced our dataset even tho the accuracy

score get decreased a bit 99.92% (Fig. 4.28) but the ROC_AUC and F1-score,recall,precision

increased (Fig 4.28,4.30,4.32) that mean our model performance got better.

Figure 4.27: KNN model performance without using SMOTE technique.
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Figure 4.28: KNN model performance using SMOTE technique.

Figure 4.29: matrix confusion for KNN model without using SMOTE technique.
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Figure 4.30: matrix confusion for KNN model using SMOTE technique.

Figure 4.31: ROC AUC graph from KNN model without using SMOTE Technique.
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Figure 4.32: ROC AUC graph from KNN model using SMOTE Technique.

Fig. 4.33 shows KNN model performance on realtime Class balance dataset using top 8

feature the accuracy and ROC_AUC get better then using top 10 feature 99.97%,92.97%(Fig.

4.35) respectively.

Figure 4.33: KNN model performance using SMOTE technique (8 Feature).
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Figure 4.34: matrix confusion for KNN using SMOTE technique (8 Feature).

Figure 4.35: ROC AUC graph from KNN model using SMOTE Technique (8 Feature).

• Results with DecisionTreeClassifier: Fig 4.36 shows DecisionTreeClassifier model per-

formance on imablance dataset we got good accuracy 99.99% ,the precision and recall

and F1-score are good as well(Fig 4.36,4.38),and 96.55%(Fig. 4.40) in our ROC_AUC . After

we used SMOTE technology we got the best result in all of algorithms we used, accuracy

99.99%(Fig. 4.37) ,recall and F1-score and precision all was 1(Fig. 4.37,4.4.39),with 99.99%

ROC_AUC(Fig 4.41).
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Figure 4.36: DecisionTreeClassifier model performance without using SMOTE technique.

Figure 4.37: DecisionTreeClassifier model performance using SMOTE technique.
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Figure 4.38: matrix confusion for DecisionTreeClassifier model without using SMOTE tech-

nique.

Figure 4.39: matrix confusion for DecisionTreeClassifier model using SMOTE technique.
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Figure 4.40: ROC AUC graph from DecisionTreeClassifier model without using SMOTE Tech-

nique.

Figure 4.41: ROC AUC graph from DecisionTreeClassifier model using SMOTE Technique.

Fig. 4.42 shows DecisionTreeClassifier model performance on realtime Class balance dataset

using top 8 feature,we got the same accuracy and ROC_AUC as we used top 10 feature,99.99%,92.99%(Fig.

4.44) respectively.
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Scope on the realized solution

Figure 4.42: DecisionTreeClassifier model performance using SMOTE technique (8 Feature).

Figure 4.43: matrix confusion for DecisionTreeClassifier using SMOTE technique (8 Feature).
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Scope on the realized solution

Figure 4.44: ROC AUC graph from DecisionTreeClassifier model using SMOTE Technique (8 Fea-

ture).

• Results with LogisticRegression: Fig. 4.45 shows LogisticRegression model performance

on imablance dataset we got good accuracy 99.99% ,precision and recall and F1-score

good as well(Fig. 4.45,4.47),but we only got 93.1%(Fig. 4.49) in our ROC_AUC .

After we used SMOTE technology we got better result,accuracy 99.99%(Fig. 4.46) ,recall

and F1-score and precision all was 1(Fig. 4.46,4.48),with 99.99% ROC_AUC(Fig. 4.50).

Figure 4.45: LogisticRegression model performance without using SMOTE technique.
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Scope on the realized solution

Figure 4.46: LogisticRegression model performance using SMOTE technique.

Figure 4.47: matrix confusion for LogisticRegression model without using SMOTE technique.
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Scope on the realized solution

Figure 4.48: matrix confusion for LogisticRegression model using SMOTE technique.

Figure 4.49: ROC AUC graph from LogisticRegression model without using SMOTE Technique.

Figure 4.50: ROC AUC graph from LogisticRegression model using SMOTE Technique.
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Scope on the realized solution

Fig. 4.51 shows LogisticRegression model performance on realtime Class balance dataset

using top 8 feature the accuracy and ROC_AUC decreased then using top 10 feature,99.96%,99.96%(Fig.

4.53) respectively.

Figure 4.51: LogisticRegression model performance using SMOTE technique (8 Feature).

Figure 4.52: matrix confusion for LogisticRegression using SMOTE technique (8 Feature).
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Scope on the realized solution

Figure 4.53: ROC AUC graph from LogisticRegression model using SMOTE Technique (8 Fea-

ture).

4.4.6 Observations:

Table below shows the results from different MLAs on : imbalance datset,balancae dataset,balance

dataset using 8 top feature.using SMOTE technique improve our results,even we got good ac-

curacy in our real data-set but the ROC_AUC was low in BernouliNB and KNN This evidently

showed that accuracy is generally not helpful in imbalanced data. using different number of

feature didn’t give as big different,our accuracy got a bit better when we use 8 feature in most of

algorithms except DecisionTreeClassifier.

DecisionTreeClassifier and LogisticRegression was the best algorithms to use in botnet de-

tection system,they give as high accuracy and ROC_AUC in our 3 cases,BernoulliNB was the

algorithm that give lower performance.

Fig. 4.56,4.57,4.58,4.59,4.60 shows performance comparison of machine learning algorithms

between using SMOTE technology and real datset.
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Scope on the realized solution

Figure 4.54: Comparison of MLAs performance.

Figure 4.55: Comparison of MLAs performance.

Figure 4.56: Graphical presentation of machine learning Accuracy performance comparison.
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Scope on the realized solution

Figure 4.57: Graphical presentation of machine learning ROC_AUC performance comparison.

Figure 4.58: Graphical presentation of machine learning precision performance comparison.
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Scope on the realized solution

Figure 4.59: Graphical presentation of machine learning recall performance comparison.

Figure 4.60: Graphical presentation of machine learning f1-score performance comparison.

Fig. 4.61,4.62,4.63,4.64,4.65 shows performance comparison of machine learning algorithms

between using 8 and 10 feature.
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Scope on the realized solution

Figure 4.61: Graphical presentation of machine learning Accuracy performance comparison.

Figure 4.62: Graphical presentation of machine learning ROC_AUC performance comparison.
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Scope on the realized solution

Figure 4.63: Graphical presentation of machine learning precision performance comparison.

Figure 4.64: Graphical presentation of machine learning recall performance comparison.
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Scope on the realized solution

Figure 4.65: Graphical presentation of machine learning f1-score performance comparison.

4.5 Conclusion

In our project,we analyzed machine learning algorithms for Botnet DDoS attack detection.The

tested algorithms are KNN,Decision Tree,Logistic Regression and BernoulliNB The evaluation

was done on the BoT-IoT dataset.

Our comparison of botnet detection models on real time imbalanced dataset and balanced

dataset considerably help to enrich our research.we got good accracy in KNN and BernoulliNB

in imbalanced dataset but ROC_AUC and f1-score and precision and recall were low,This shows

that accuracy we got from imbalanced dataset maybe illusory.Decision Tree,Logistic Regression

were good in imbalanced dataset

After combining SMOTE technology, we got more stable accuracy and ROC_AUC with simi-

lar range of values on precision, recall and f1-score in all of our algorithms.This proves that with

implementation of SMOTE technology we can get more reliable performance of the model.and

then we used less features with the balanced dataset we got better performance in most of the

algortihms.

Based on the findings, Decision Tree,Logistic Regression algorithm was found to be the most

reliable in botnet detection.
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General conclusion

Nowadays,the enormous number of IoT devices is usually more insecure than ordinary desk-

top computers.So they pose security threats to information systems.IoT botnet is one of these

threats that can effect on the IoT devices.

In this thesis, we have established an approach for detecting botnets on IoT devices using

KNN,Decision Tree,Logistic Regression and BernoulliNB.which have been trained in BoT-IoT

data.We have done the experiment on real time data-set and balanced dataset and presented the

effect of imbalance data and its impact on machine learning.After combining SMOTE technol-

ogy,we got more stable accuracy and ROC AUC with similar range of values on precision,recall

and f1-score.This proves that with implementation of SMOTE technology we can get more re-

liable performance of the model.Based on the findings,Decision Tree and Logistic Regression

algorithms was found to be the most reliable in botnet detection.
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